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	AI
	– artificial intelligence

	API
	– application programming interface

	AS
	– Apache Spark

	BD
	– Big Data

	CB
	– Content-Based
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	– convolutional neural network

	CPU 
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	– Distributed Systems
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	– neural network
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	– Recurrent neural networks

	RS
	– Recommendation system

	RW
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	SA
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	SM
	– Social Media

	SVM
	– Support vector machine
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	– Text-Based
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INTRODUCTION

General characteristics of the work. The work encompasses developing an advisory system to recommend solutions for single-machine problems adaptable to distributed systems, mainly focusing on implementation within the MapReduce platform. Methodologically, an experiment evaluated learning effectiveness, while extensive data collection informed model development. Predictive models, including Naive Bayes and Logistic Regression, were optimized and integrated into a recommendation system validated through rigorous evaluation.
The aim of the research is to develop an advisory system that recommends single-machine problem solutions that adapt to distributed systems and are suitable for implementation on the MapReduce platform.
Relevance of the work. In the rapidly evolving big data analytics landscape, scalable and efficient data processing systems are paramount. The transition from single-machine to distributed solutions has become imperative to effectively handle the ever-increasing volumes of data generated across various domains. MapReduce, a distributed computing paradigm popularized by Google, and Apache Spark, a fast and general-purpose cluster computing system, stand out as leading frameworks for processing large datasets efficiently across clusters of machines.
Scalability and Performance Optimization: Using MapReduce and Apache Spark to transition single-machine problem solutions to distributed systems offers significant scalability and performance benefits. These frameworks enable parallel data processing across multiple nodes, facilitating faster computation and analysis. This scalability aspect is emphasized by Karau et al. [1], who underscore the importance of scalable architectures for efficient big data processing.
Cost-Effectiveness: Distributed systems, particularly those based on MapReduce and Apache Spark, provide cost-effective solutions for handling big data workloads. Organizations can achieve high-performance computing without substantial investments in specialized infrastructure by leveraging commodity hardware and parallel processing techniques. This aligns with the findings of Chen et al. [2], who highlight the cost-effectiveness of MapReduce and Apache Spark-based solutions for large-scale data analytics.
Enhanced Data Processing Capabilities: Adopting MapReduce and Apache Spark facilitates efficient processing of diverse data types, including structured and unstructured data. By adapting single-machine problem solutions to distributed systems using these frameworks, organizations can harness their versatility for analyzing complex datasets more effectively. This is supported by the research of Shaikh et al. [3], who demonstrate the adaptability of MapReduce and Apache Spark for processing various types of data in distributed environments.
Real-Time Decision-Making: Real-time data processing and analytics enable timely decision-making in dynamic environments. Implementing an advisory system recommending MapReduce and Apache Spark-based solutions for distributed data processing can expedite decision-making processes. This notion is corroborated by the study conducted by Ortiz et al. [4], which emphasizes the importance of real-time analytics in facilitating agile decision-making.
Fields of Application: MapReduce and Apache Spark are widely used in various fields, including finance [5], healthcare [6, 7], e-commerce [8, 9], social media analytics [10], and scientific research [11, 12]. These frameworks have been instrumental in analyzing large-scale datasets and extracting actionable insights across diverse domains. This multidisciplinary applicability underscores the versatility and relevance of transitioning single-machine problem solutions to distributed systems using MapReduce and Apache Spark.
The relevance of the research is further underscored by the call to adapt legislation to new technological phenomena, as highlighted in the Address to the People of Kazakhstan dated September 2, 2019, by the President of the Republic [13]. The need to align legislation with emerging technologies such as "smart cities," big data, blockchain, digital assets, and new digital financial instruments emphasizes the importance of advancing knowledge and practical applications in areas like distributed systems and big data processing. 
By developing effective recommender systems for transitioning single-machine problem solutions to distributed systems within the MapReduce framework, the research contributes to the understanding and utilization of cutting-edge technologies in line with the evolving legislative landscape. This alignment with the national agenda for technological adaptation further emphasizes the significance of the research in addressing contemporary challenges and opportunities in the digital era.
The Objectives of the Research. In this dissertation, five  primary goals are established for the research:
1. Exploring and creating an innovative method for teaching MapReduce and Apache Spark's fundamental concepts. This involves balancing theoretical explanations and practical exercises with real-world instances, enriching users` comprehension of these technologies.
2. Assessing the efficacy of a classification technique in enhancing user learning outcomes regarding MapReduce and Apache Spark within distributed systems. Additionally, the objective is to offer feedback for refining curriculum design based on this evaluation.
3. Collecting a diverse dataset representing problems encountered in real-world MapReduce applications from prominent books and scientific articles, covering fundamental concepts and advanced topics in distributed systems and big data processing. 
4. Development of a Recommendation System based on trained classification models to accurately forecast the assignment of categorical labels to novel problem instances.
5. Evaluation of Recommender System that undergoes rigorous evaluation procedures to assess its predictive efficacy, including expert opinion analysis.
Methods of the Research. The research employed a multifaceted approach encompassing various methods to achieve its objectives. Initially, expert meetings were convened during the development phase to ensure the quality of course content and activities, focusing on investigating novel methodologies for teaching the MapReduce programming model and evaluating the impact on user performance. An instructional design methodology, coupled with expert opinion, was utilized to categorize tasks into distinct problem categories, ensuring the effectiveness of the teaching approach. Additionally, data collection involved sourcing problems from prominent books in distributed systems, big data processing, and scientific articles to ensure a comprehensive representation of real-world MapReduce applications. Subsequent preprocessing and feature engineering techniques, including TF-IDF vectorization and the creation of additional feature combinations, enriched the dataset for classification model development. An artificial expansion strategy using paraphrasing techniques was implemented to address the challenge of a limited dataset. Feature selection and model development involved exploring various attribute combinations for classification models, with Naive Bayes and Logistic Regression models being developed and evaluated using cross-validation techniques. Summative evaluation methodologies, including statistical analysis such as an independent sample t-test and outlier analysis using box plots, were employed to assess the course's effectiveness and analyze the results, contributing to the successful execution of the research and derivation of meaningful conclusions. Moreover, a recommender system was developed based on the trained classification models to accurately forecast the assignment of categorical labels to novel problem instances, undergoing rigorous evaluation procedures, including expert opinion analysis, to assess its predictive efficacy.
	The novelty of the research is a development of advisory system on the basis of a hybrid use of Naive Bayes and Logistic regression machine learning methods for training the Mapreduce programming model for transitioning single-machine problem solutions to distributed systems. 
The research's significance is multifaceted and extends to both academic and practical realms. Academically, it contributes to advancing knowledge in distributed systems, big data processing, and educational methodologies. By investigating novel teaching methodologies for the MapReduce programming model and assessing their impact on student performance, the research fills a gap in understanding effective pedagogical approaches for complex computing paradigms. Additionally, developing and evaluating a recommender system for MapReduce problem classification offers insights into applying machine learning techniques in addressing real-world challenges in distributed computing.
Practically, the research has several implications. Firstly, the findings can inform the design of educational curricula and instructional materials for teaching MapReduce and related concepts, catering to the growing demand for skilled professionals in big data and distributed computing. The research also provides practical tools, such as the developed recommender system, which can aid practitioners in efficiently classifying and solving MapReduce problems in real-world applications. Furthermore, the methodologies and techniques employed in the research, such as data collection, preprocessing, feature selection, and model evaluation, offer a framework for addressing similar challenges in other domains of computer science and data analysis.
Overall, the significance of the research lies in its contributions to theoretical understanding and practical application, facilitating advancements in education, research, and industry practices related to distributed systems and big data processing.
The results of research were published in following:
Research publications:
1. MapReduce Solutions Classification by Their Implementation // International Journal of Engineering Pedagogy (iJEP). – 2023. – Vol. 13, Issue 5. – P. 58-71.
2. Defining Semantically Close Words of Kazakh Language with Distributed System Apache Spark // Big Data and Cognitive Computing. – 2023. – Vol. 7.4. – P. 160.
3. Recommendation System for Human Resource Management by the Use of Apache Spark Cluster // 2023 17th International Conference on Electronics Computer and Computation (ICECCO), (IEEE, 2023).
4. MBTI personality classification using Apache Spark // 2021 16th International Conference on Electronics Computer and Computation (ICECCO), (IEEE, 2021).
5. Optimization of data segments and number of cores for defining popularity of Kazakh words using Apache Spark // Engineering Journal of Satbayev University. – 2021. – Vol. 143.3. – P. 39-42.
6. Computing feature vectors of students for face recognition using Apache Spark // 2019 15th International Conference on Electronics, Computer and Computation (ICECCO), (IEEE, 2019).
On April 16, 2024, the implementation certificate was received (Appendix А).
Structure and scope of the dissertation. The thesis consists of three chapters. It contains 19 figures and 8 tables, The list of used literature consists of 97 sources. The dissertation includes 68 pages.
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1.1 MapReduce paradigm
The MapReduce paradigm is a key concept in the field of distributed computing, particularly in the context of big data processing. It offers a powerful framework for processing and generating large datasets in parallel across a distributed cluster of computers. The essence of MapReduce lies in its ability to divide the processing into two main phases: the Map phase, where the input data is divided into smaller subproblems and processed in parallel, and the Reduce phase, where the results from the Map phase are combined to form the final output. One of the major advantages of the MapReduce paradigm is its scalability, as it can easily handle massive amounts of data by distributing the workload across multiple machines. This not only speeds up the processing but also provides fault tolerance, as the data is replicated across the cluster. Understanding the intricacies of the MapReduce paradigm is crucial for efficiently processing large-scale data in a distributed environment. This understanding forms the foundation for developing sophisticated algorithms and applications that harness the power of parallel processing for big data analytics [14]. 
The MapReduce paradigm was introduced by Google in 2004 as a means of efficiently processing large-scale data across a distributed network of computers. It was designed to address the challenges of processing massive datasets in a parallel and fault-tolerant manner. The origins of MapReduce can be traced back to functional programming concepts, particularly the map and reduce functions commonly found in functional programming languages. By harnessing the principles of functional programming and parallel processing, MapReduce revolutionized the way big data is processed and analyzed. Its simplicity and scalability have made it a fundamental framework for various big data technologies, including Apache Hadoop and Apache Spark. It's essential to explore the historical context and evolution of this paradigm, as well as its impact on the field of distributed computing and big data analytics. Understanding the origins of MapReduce will provide valuable insights into its fundamental principles and the underlying concepts that have shaped its widespread adoption in the industry [15].
The MapReduce paradigm consists of several key components that work together to process large-scale data across distributed clusters [16]. These components, shown in figure 1, include:
1. Mapper: The mapper is responsible for processing the input data and converting it into key-value pairs. It applies a specified map function to each input record and generates intermediate key-value pairs.
2. Reducer: The reducer takes the intermediate key-value pairs produced by the mapper and performs a reduction operation on the values associated with the same key. It combines these values to produce the final output.
3. Partitioner: The partitioner is responsible for distributing the intermediate key-value pairs across the reducers. It ensures that all intermediate key-value pairs with the same key are directed to the same reducer.
4. Shuffler: The shuffler is responsible for transferring the intermediate key-value pairs from the mappers to the reducers. It ensures that the key-value pairs are grouped and sorted before reaching the reducer.
The architecture of a MapReduce system typically consists of a master node, which coordinates the overall execution, and multiple worker nodes, which perform the actual processing. The master node is responsible for task scheduling, monitoring, and managing the overall workflow. The worker nodes execute the map and reduce tasks as directed by the master. Understanding these key components and the architecture of MapReduce is essential for effectively harnessing its power in processing large-scale data. With this knowledge, researchers and practitioners can design and implement efficient algorithms and applications for big data analytics [17].

[image: ]

Figure 1 – MapReduce model

[bookmark: _bg5ab5dikome]1.1.1 Optimizing MapReduce Performance
In order to fully leverage the capabilities of MapReduce in big data processing, it is imperative to focus on optimizing its performance. Several strategies can be employed to enhance the efficiency of MapReduce jobs [14, p. 843-852], such as:
1. Data Locality: By ensuring that computation is performed on the same node where the data resides, the overhead of transferring large volumes of data across the network can be minimized. This can significantly reduce processing time and enhance overall performance.
2. Combiner Functions: Introducing combiner functions can help in reducing the amount of data shuffled across the network during the MapReduce process. Combiners can aggregate the intermediate key-value pairs before they are transferred to the reducers, ultimately reducing the load on the network.
3. Partitioning Strategies: Implementing effective partitioning strategies can ensure a balanced distribution of data across reducers, preventing skewness and improving overall processing efficiency.
4. Optimized Input Formats: Choosing the appropriate input formats, such as SequenceFile or Columnar formats, can optimize the reading and processing of input data, thereby enhancing the overall performance of MapReduce jobs.
5. Task Parallelism: Dividing the processing tasks into smaller, parallelizable units can improve job execution time and maximize resource utilization across the cluster.
By understanding and applying these optimization strategies, researchers and practitioners can harness the full potential of MapReduce in big data processing, achieving improved performance and scalability for their data-intensive applications.
[bookmark: _4ytmglxs6uoe]
1.1.2 Algorithm Design and Optimization in MapReduce
Designing and optimizing algorithms for MapReduce involves considering various factors to ensure efficient processing of large-scale data [18]. One key aspect is the careful design of map and reduce functions to distribute and process the input data effectively. Additionally, optimizing the performance of these functions and the overall MapReduce jobs is essential to achieve the desired scalability and efficiency.
Efficient Data Partitioning
Effective data partitioning is crucial for the balanced distribution of data across the reducers. By employing appropriate partitioning techniques based on the characteristics of the input data, researchers can minimize data skewness and improve the overall performance of the MapReduce jobs. Common partitioning methods include range-based partitioning, hash partitioning, and customized partitioning based on specific data attributes.
Payload Optimization
Optimizing the size of intermediate data transferred between the mappers and reducers is vital for reducing network overhead and enhancing overall performance. This involves careful consideration of the key and value sizes, as well as utilizing serialization and compression techniques to minimize data transfer across the network.
Handling Skewed Data
Dealing with skewed data distribution poses a significant challenge in MapReduce processing. Efficient handling of skewed keys and the associated data can be addressed through techniques such as data skew detection, adaptive partitioning, and specialized handling within the reduce phase to prevent processing bottlenecks.
Iterative Algorithms
Supporting iterative algorithms in MapReduce involves implementing optimizations to reduce the overhead of repetitive job initialization and data transfer. Techniques like in-memory data caching, incremental processing, and specialized job chaining can significantly improve the performance of iterative algorithms within the MapReduce framework.
Resource Optimization
Optimizing resource allocation and utilization within MapReduce clusters is crucial for achieving efficient job execution. This includes considerations for data locality, task scheduling, memory management, and scaling the cluster resources based on the processing demands. Efficient resource management contributes to improved performance and scalability of MapReduce jobs.
Integration with Advanced Frameworks
Exploring the integration of MapReduce with advanced frameworks and technologies, such as machine learning libraries, graph processing frameworks, and real-time data processing platforms, opens up opportunities for developing sophisticated algorithms and applications that leverage the strengths of both MapReduce and specialized processing paradigms. By focusing on algorithm design and optimization within the MapReduce paradigm, researchers and practitioners can develop robust, high-performance solutions for processing and analyzing large-scale data in distributed environments. The careful consideration of these factors contributes to the effective utilization of MapReduce for diverse application domains and complex data processing requirements.
[bookmark: _ayquarlm8hhn]
1.1.3 Real-World Applications of MapReduce
MapReduce has been widely adopted in various real-world applications to process and analyze large-scale data efficiently. Let's explore some notable case studies that demonstrate the diverse use cases and benefits of MapReduce in different domains.
E-commerce Data Analysis
In the e-commerce industry, MapReduce has been instrumental in analyzing vast amounts of transactional data, customer behavior patterns, and product performance metrics. By employing MapReduce, e-commerce companies can derive valuable insights for personalized marketing, inventory optimization, and customer segmentation strategies. The parallel processing capabilities of MapReduce enable rapid analysis of massive datasets, contributing to data-driven decision-making and business growth [19].
Healthcare Informatics
MapReduce has revolutionized healthcare informatics by enabling the analysis of electronic health records, medical imaging data, and clinical research findings. Healthcare organizations leverage MapReduce to identify disease trends, optimize treatment protocols, and perform predictive analytics for patient outcomes. The scalability and fault tolerance of MapReduce facilitate the processing of diverse healthcare datasets, ultimately supporting improved healthcare delivery and research advancements [20].
Financial Risk Management
In the financial sector, MapReduce plays a vital role in managing and analyzing risk-related data, including market trends, credit risk assessments, and fraud detection. By leveraging MapReduce, financial institutions can conduct in-depth analysis of large-scale financial transactions, detect anomalies, and enhance regulatory compliance. The distributed computing capabilities of MapReduce enable efficient processing of complex risk models and the identification of emerging risk factors in dynamic financial markets [21].
Social Media Analytics
MapReduce is extensively utilized in social media analytics to process and analyze user-generated content, sentiment analysis, and network interactions. Social media platforms leverage MapReduce to gain insights into user behavior, trending topics, and content engagement metrics. The scalability and parallel processing capabilities of MapReduce empower social media companies to derive actionable insights for content curation, targeted advertising, and user experience enhancement [22].
Environmental Monitoring and Analysis
MapReduce technology has been applied in environmental monitoring and analysis to process geospatial data, climate models, and ecological observations. Organizations involved in environmental research and conservation leverage MapReduce to analyze large-scale environmental datasets, predict natural disasters, and monitor biodiversity trends. The distributed computing framework of MapReduce supports the integration of diverse environmental data sources and the development of proactive strategies for environmental sustainability. These case studies highlight the versatility and impact of MapReduce in addressing complex data processing and analysis requirements across different industries. The scalability, fault tolerance, and parallel processing capabilities of MapReduce continue to empower organizations to extract actionable insights and drive innovation in their respective domains [23].
[bookmark: _q2d56qd5f8ag]
1.1.4 Performance Evaluation of MapReduce Frameworks
Performance evaluation of MapReduce frameworks is essential for understanding their capabilities and limitations in real-world scenarios. Various factors contribute to the effectiveness of a MapReduce framework, including scalability, fault tolerance, resource utilization, and overall processing efficiency. Conducting comprehensive performance evaluations helps organizations and researchers make informed decisions when selecting and optimizing MapReduce frameworks for their specific use cases [24].
Scalability Analysis
Scalability is a fundamental aspect of MapReduce frameworks, particularly in handling growing datasets and increasing computational demands. Performance evaluations assess the ability of MapReduce frameworks to scale seamlessly across clusters, accommodate higher workloads, and efficiently distribute processing tasks. By benchmarking scalability, organizations can determine the framework's suitability for accommodating future data growth and evolving processing requirements.
Fault Tolerance and Reliability
The fault tolerance mechanism of MapReduce frameworks is critical for ensuring uninterrupted processing in the presence of node failures and data inconsistencies. Performance evaluations include stress testing and fault injection to assess the reliability of frameworks in diverse failure scenarios. Evaluating fault tolerance capabilities provides insights into the framework's ability to maintain data integrity, recover from failures, and sustain high availability, which are essential for mission-critical applications.
Resource Utilization and Efficiency
Efficient resource management is crucial for optimizing the utilization of computing resources within MapReduce clusters. Performance evaluations examine resource allocation, task scheduling algorithms, and memory utilization to identify opportunities for improving overall efficiency. By quantifying resource utilization metrics and analyzing performance overhead, organizations can fine-tune their MapReduce frameworks to minimize wastage and maximize computational throughput.
Processing Throughput and Latency
Analyzing the processing throughput and latency of MapReduce frameworks involves benchmarking the execution speed and response times for various job configurations and input data sizes. Performance evaluations quantify the efficiency of data processing, intermediate data transfer, and task completion, providing insights into the framework's ability to deliver timely results and meet latency requirements for interactive applications.
Comparative Analysis of Frameworks
Conducting comparative performance evaluations of different MapReduce frameworks, such as Apache Hadoop, Apache Spark, and others, enables organizations to understand the strengths and limitations of each framework in specific use cases. Comparative analyses consider factors like data processing speed, resource utilization patterns, fault tolerance mechanisms, and integration capabilities with other technologies, aiding in informed decision-making for framework selection and optimization.
By systematically evaluating the performance of MapReduce frameworks, organizations can assess their suitability for diverse application domains, identify optimization opportunities, and make informed decisions to meet their specific processing and analysis requirements. Performance evaluations contribute to the continuous improvement of MapReduce frameworks and their effective utilization in real-world scenarios.
[bookmark: _ynychahhvm6]
1.1.5 Challenges and Limitations of MapReduce
While MapReduce offers significant benefits in processing and analyzing large-scale data, it also presents several challenges and limitations that organizations need to consider [25].
Complex Programming Model
One of the challenges associated with MapReduce is the complexity of its programming model. Writing MapReduce programs requires a deep understanding of distributed computing concepts, data partitioning, and parallel processing, which can pose a learning curve for developers and data analysts. As a result, organizations may face challenges in recruiting and training personnel with the necessary expertise to effectively utilize MapReduce for their data processing needs.
Latency in Iterative Processing
MapReduce was originally designed for batch processing of data, which introduces latency in iterative algorithms and real-time data analytics. Iterative tasks, such as machine learning algorithms and graph processing, may experience performance overhead due to the disk-based intermediate data storage and the lack of built-in support for iterative computations. This limitation can affect the responsiveness of real-time applications and time-sensitive data analytics processes.
Overhead of Disk I/O Operations
MapReduce frameworks rely on disk-based Input/Output (I/O) operations for storing intermediate data during the map and reduce phases. The overhead associated with disk I/O can impact the overall processing efficiency, especially for tasks that involve frequent data shuffling and intermediate results exchange. Minimizing disk I/O overhead and optimizing data transfer between processing stages are ongoing challenges in enhancing the performance of MapReduce frameworks.
Limited Support for Complex Data Flows
While MapReduce excels in processing structured and semi-structured data through map and reduce functions, it may encounter limitations in handling complex data flows and nested data structures. Tasks requiring multi-stage data transformations, hierarchical data processing, and inter-job data dependencies may necessitate workarounds or custom implementations within MapReduce, leading to increased development complexity and maintenance overhead.
Alternative Frameworks and Paradigms
The evolving landscape of big data processing has seen the emergence of alternative frameworks and paradigms, such as Apache Spark, which offer advantages in memory-based processing, iterative computations, and stream processing. Organizations evaluating MapReduce must consider the growing diversity of data processing technologies and choose the most suitable framework for their specific use cases, taking into account factors like performance, programming ease, and integration with existing infrastructure.
As organizations continue to harness the power of MapReduce for diverse data processing and analysis tasks, they must navigate the challenges and limitations inherent in the framework. Addressing these challenges requires ongoing research and development efforts to enhance the performance, flexibility, and usability of MapReduce in the context of evolving data processing requirements and technological advancements. Despite its limitations, MapReduce remains a foundational and valuable tool for organizations seeking to derive insights from large-scale datasets and drive innovation across various industry domains.

[bookmark: _1ubnousk3lgf]1.2 MapReduce problems
MapReduce, a programming model introduced by Google, has revolutionized how large-scale data processing tasks are handled. As the volume of data generated escalates exponentially, the need for efficient and scalable data processing techniques becomes increasingly paramount. Two seminal papers, namely "The survey on MapReduce" by Vijayalakshmi, Akila, and Nagadivya [26], and "Parallel data processing with MapReduce: a survey" by Lee et al. [27], provide comprehensive overviews of the MapReduce paradigm, its applications, challenges, and future directions.
In their paper, Vijayalakshmi et al. delve into the fundamental concepts of MapReduce, elucidating its architecture, components, and workflow. They highlight the key stages of a MapReduce job, including mapping, shuffling, and reducing, and explicate how these stages facilitate the parallel processing of data across distributed clusters of computing nodes. Additionally, the authors examine various implementations of MapReduce frameworks, such as Apache Hadoop and Apache Spark, shedding light on their features, capabilities, and comparative advantages.
Complementing the work of Vijayalakshmi et al., Lee et al. provide a comprehensive survey focusing on the parallel data processing aspects of MapReduce. They elucidate how MapReduce enables the seamless parallelization of computations, thereby accelerating the processing of massive datasets. Moreover, the authors investigate the evolution of MapReduce frameworks and discuss their adaptability to diverse application domains, ranging from web indexing to machine learning and scientific computing. Through an in-depth analysis, Lee et al. underscore the significance of MapReduce in facilitating scalable and fault-tolerant data processing, particularly in the context of cloud computing environments.
Both papers underscore the transformative impact of MapReduce on the field of big data analytics. They recognize its pivotal role in enabling the efficient processing of large-scale datasets, thereby empowering organizations to extract valuable insights and make data-driven decisions. Moreover, the surveys elucidate the challenges inherent in MapReduce, including issues related to fault tolerance, scalability, and resource management. Despite these challenges, both papers remain optimistic about the future prospects of MapReduce, envisaging its continued evolution and adoption in emerging application domains.
In conclusion, the surveys conducted by Vijayalakshmi et al. and Lee et al. offer comprehensive insights into the MapReduce paradigm, its applications, and its challenges. By elucidating the fundamental concepts and practical implementations of MapReduce, these papers serve as invaluable resources for researchers, practitioners, and organizations seeking to harness the power of big data analytics for competitive advantage.
[bookmark: _dt9hhqdqvykc]
1.2.1 Sentiment analysis
In the realm of sentiment analysis, the utilization of big data frameworks like Hadoop MapReduce has garnered significant attention owing to its ability to process vast amounts of data efficiently. Several studies have explored the application of MapReduce in sentiment analysis, aiming to extract valuable insights from social media and textual data. This literature review examines four key papers in this domain, providing insights into their methodologies, contributions, and findings.
Madani, Erritali, and Bengourram [28] proposed a novel approach for sentiment analysis leveraging semantic similarity and Hadoop MapReduce. Their work focuses on enhancing sentiment classification accuracy by integrating semantic similarity measures into the analysis process. By utilizing MapReduce, the authors demonstrate the scalability and efficiency of their approach in handling large-scale textual data, thereby facilitating more accurate sentiment analysis.
Ha, Back, and Ahn [29] explored the application of MapReduce functions for sentiment analysis of social big data. Their study emphasizes the importance of analyzing sentiment information from social media platforms to effectively understand user opinions and sentiments. Leveraging MapReduce functions, the authors developed a framework capable of processing vast amounts of social data efficiently, enabling organizations to extract valuable insights for decision-making.
Nasir, Zafar, and Alamgir [30] conducted a study on social media sentiment analysis using MapReduce. Their research delves into the challenges of sentiment analysis in the context of social media data, highlighting the need for scalable and efficient processing techniques. By utilizing MapReduce, the authors proposed a framework capable of handling the complexities of social media data, thereby facilitating sentiment analysis at scale.
Nodarakis et al. [31] introduced MR-SAT, a MapReduce algorithm explicitly designed for big data sentiment analysis on Twitter. Their work addresses the challenges associated with sentiment analysis on microblogging platforms, such as data sparsity and noise. By leveraging MapReduce, the authors developed an efficient algorithm capable of processing Twitter data in parallel, enabling real-time sentiment analysis at scale.
In summary, these studies underscore the significance of MapReduce in sentiment analysis, particularly in analyzing social media data. By harnessing the scalability and efficiency of MapReduce frameworks, researchers have developed novel approaches and algorithms for sentiment analysis, thereby advancing the understanding of user opinions and sentiments in large-scale textual data.
[bookmark: _ek6ujjbjqz4s]
1.2.2 K-means clustering
K-means clustering is a widely used unsupervised machine learning algorithm for partitioning data into clusters based on similarity. With the advent of big data, there has been a growing interest in developing scalable and efficient implementations of K-means clustering using distributed computing frameworks such as MapReduce. This literature review provides an overview of five key papers that explore various aspects of MapReduce-based K-means clustering algorithms.
Cui et al. [32] introduced an optimized approach for K-means clustering using MapReduce, aiming to improve the efficiency and scalability of the algorithm for big data applications. Their work focuses on optimizing the data partitioning and centroid update steps within the MapReduce framework, resulting in reduced computation time and improved clustering performance.
Anchalia, Koundinya, and Srinath [33] proposed a MapReduce design for the K-means clustering algorithm, aiming to leverage the parallel processing capabilities of distributed computing environments. Their approach focuses on distributing the computation of distance metrics and centroid updates across multiple computing nodes, thereby enabling the efficient clustering of large-scale datasets.
Gopalani and Arora [34] conducted a comparative study between Apache Spark and traditional MapReduce frameworks for implementing K-means clustering algorithms. Their research emphasizes the importance of performance analysis in selecting the appropriate distributed computing platform for big data analytics tasks. Through empirical evaluation, the authors demonstrate the superior performance of Apache Spark over MapReduce for K-means clustering.
Sardar and Ansari [35] analyzed distributed document clustering using a MapReduce-based K-means algorithm. Their study explores the application of K-means clustering in text-mining tasks, focusing on the challenges and opportunities of distributed document clustering. Through experimentation, the authors evaluate the scalability and effectiveness of the MapReduce-based approach for document clustering.
Mao et al. [36] proposed a novel MapReduce-based K-means clustering algorithm designed to handle large-scale datasets efficiently. Their approach leverages the MapReduce framework to parallelize the computation of distance metrics and centroid updates, thereby enabling scalable and distributed K-means clustering. Through empirical evaluation, the authors demonstrate the effectiveness of their algorithm in clustering large datasets.
In summary, these studies highlight the significance of MapReduce in enabling scalable and efficient implementations of the K-means clustering algorithm for big data analytics. By leveraging distributed computing frameworks, researchers have been able to overcome the challenges associated with processing large-scale datasets, thereby facilitating the application of K-means clustering in various domains such as text mining, document clustering, and data analysis.

1.2.3 Decision tree
Decision tree algorithms are widely used in machine learning and data mining for classification and regression tasks due to their simplicity, interpretability, and effectiveness. With the advent of big data, there has been a growing interest in developing parallel and scalable implementations of decision tree algorithms using distributed computing frameworks such as MapReduce. This literature review provides an overview of five key papers that explore various aspects of MapReduce-based decision tree algorithms.
Dai and Ji [37] proposed a MapReduce implementation of the C4.5 decision tree algorithm, aiming to leverage the parallel processing capabilities of MapReduce for scalable and efficient decision tree induction. Their work focuses on partitioning the dataset and distributing the computation of decision tree nodes across multiple computing nodes, thereby reducing the overall computation time and enabling the processing of large-scale datasets.
Koli and Shinde [38] presented a parallel decision tree algorithm with a MapReduce model tailored for big data analytics. Their research emphasizes the importance of parallelization in handling large-scale datasets effectively. By leveraging MapReduce, the authors developed a scalable and efficient decision tree algorithm capable of processing massive amounts of data in parallel, thereby facilitating big data analytics tasks.
Es-sabery and Hair [39] proposed a MapReduce-based C4.5 decision tree algorithm augmented with a fuzzy rule-based system. Their approach integrates fuzzy logic into the decision tree induction process, enabling the algorithm to handle uncertainty and imprecision in the data. Through empirical evaluation, the authors demonstrate the effectiveness of their approach in improving the accuracy and interpretability of decision tree models for classification tasks.
Es-Sabery et al. [40] introduced a MapReduce opinion mining framework for classifying COVID-19-related tweets using an enhanced ID3 decision tree classifier. Their research addresses the challenge of sentiment analysis and opinion mining in social media data, particularly during the COVID-19 pandemic. By leveraging MapReduce, the authors developed a scalable and efficient classification system capable of processing large volumes of tweets in real-time, thereby facilitating the analysis of public sentiment towards the pandemic.
Mu et al. [41] proposed a parallel fuzzy rule-based decision tree algorithm in the framework of MapReduce. Their research extends traditional decision tree algorithms by incorporating fuzzy logic and parallel processing techniques. Through experimental evaluation, the authors demonstrate the effectiveness of their approach in handling complex and imprecise data, thereby enhancing the accuracy and robustness of decision tree models for classification tasks.
In summary, these studies highlight the significance of MapReduce in enabling parallel and scalable implementations of decision tree algorithms for big data analytics. By leveraging distributed computing frameworks, researchers have been able to develop novel approaches for decision tree induction, thereby facilitating the analysis of large-scale datasets in various application domains.
[bookmark: _mx1m0nagwmm2]
1.2.4 Apriori algorithm
Apriori algorithm, a classic method in association rule mining, has been widely applied in various domains for discovering frequent patterns and associations within large datasets. With the advent of big data, the need for efficient and scalable implementations of the Apriori algorithm has become increasingly important. This literature review examines six key papers that explore different approaches for implementing the Apriori algorithm using the MapReduce framework.
Sornalakshmi et al. [42] presented an efficient Apriori algorithm tailored for frequent pattern mining in healthcare data using MapReduce. Their work focuses on optimizing the Apriori algorithm's performance within the MapReduce paradigm to handle large-scale healthcare datasets efficiently. Through empirical evaluation, the authors demonstrate the effectiveness of their approach in improving the efficiency of frequent pattern mining tasks in healthcare data.
Yange et al. [43] proposed a multi-nodal implementation of the Apriori algorithm for big data analytics using the MapReduce framework. Their research aims to leverage the parallel processing capabilities of MapReduce to enhance the scalability and efficiency of the Apriori algorithm for large-scale datasets. Through experimentation, the authors demonstrate the effectiveness of their approach in accelerating frequent pattern mining tasks in big data analytics.
Verma, Malhotra, and Singh [44] explored the application of MapReduce-Apriori framework for big data analytics in the retail industry. Their study focuses on leveraging the Apriori algorithm within the MapReduce framework to analyze large-scale retail datasets and extract valuable insights for decision-making purposes. Through empirical analysis, the authors highlight the benefits of using MapReduce-Apriori framework for retail analytics tasks.
Sharma and Tripathi [45] proposed a hybrid version of the Apriori algorithm using MapReduce, aiming to enhance its performance and scalability for big data analytics. Their research integrates traditional Apriori algorithm with optimization techniques and parallel processing using MapReduce, thereby improving the efficiency of frequent pattern mining tasks. Through experimental evaluation, the authors demonstrate the superiority of their hybrid approach over traditional Apriori algorithm.
Wang and Gao [46] conducted research on the parallelization of the Apriori algorithm in association rule mining. Their study focuses on optimizing the Apriori algorithm's performance by parallelizing the computation of frequent itemsets using MapReduce. Through empirical evaluation, the authors demonstrate the effectiveness of their parallelization approach in accelerating association rule mining tasks on large datasets.
Sundarakumar et al. [47] proposed an enhanced Apriori algorithm for improving data processing speed on large datasets in a Hadoop multinode cluster. Their research focuses on optimizing the Apriori algorithm's performance within a distributed computing environment using Hadoop and MapReduce. Through experimentation, the authors demonstrate the effectiveness of their enhanced Apriori algorithm in achieving faster data processing speeds on large datasets.
In summary, these studies highlight the significance of MapReduce in enabling scalable and efficient implementations of the Apriori algorithm for big data analytics. Researchers have developed novel approaches and optimizations for accelerating frequent pattern-mining tasks on large-scale datasets across various domains by leveraging distributed computing frameworks.
[bookmark: _y4r18rvbxbbi]
1.2.5 Additional works
In recent years, the utilization of Apache Spark for various computational tasks has garnered significant attention within the academic community. This review synthesizes findings from several studies employing Apache Spark for diverse applications, ranging from face recognition to semantic analysis of language.
Kariboz et al. [48] presented a novel approach for computing feature vectors of students to enhance face recognition systems. Leveraging Apache Spark, their method demonstrated promising results in accurately identifying individuals in large datasets, showcasing the scalability and efficiency of Spark in handling complex computational tasks.
Meraliyev et al. [49] explored the optimization of data segmentation and core allocation in Apache Spark for determining the popularity of Kazakh words. By efficiently distributing computation across cores, their study achieved improved performance in analyzing large volumes of linguistic data, highlighting the potential of Spark for natural language processing tasks.
Orynbekova et al. [50] contributed to the field of personality classification by proposing a method for MBTI personality classification utilizing Apache Spark. Their study underscored the efficacy of Spark in processing and analyzing large-scale datasets for psychological profiling, opening avenues for personalized recommendation systems and targeted interventions.
Serek et al. [51] addressed the challenges in human resource management through the development of a recommendation system leveraging an Apache Spark cluster. By harnessing Spark's distributed computing capabilities, their system offered scalable and efficient solutions for talent acquisition and workforce optimization.
Ayazbayev et al. [52] extended the applicability of Apache Spark to semantic analysis tasks, particularly focusing on the identification of semantically similar words in the Kazakh language. Their study demonstrated the utility of Spark for distributed semantic analysis, enabling efficient extraction of meaningful insights from large text corpora.
Collectively, these studies underscore the versatility and effectiveness of Apache Spark across diverse domains, ranging from image analysis and natural language processing to recommendation systems and talent management. By leveraging Spark's distributed computing framework, researchers continue to push the boundaries of computational capabilities, offering innovative solutions to complex real-world challenges.

[bookmark: _bzhvc3z4uduq]1.3 Recommender systems
Recommendation systems have become an integral part of daily lives, being influenced by the way new products, movies, music, and even news articles are discovered. These systems are designed to analyze user preferences and provide personalized recommendations, ultimately aiming to enhance user experience and increase user engagement. Understanding how recommendation systems work and the various approaches used in their implementation is deemed crucial for both businesses and consumers [53].
[bookmark: _qcpqou19akma]
1.3.1 Collaborative Recommender system
One of the most popular approaches to recommendation systems is the collaborative filtering method. This system analyzes user behavior and preferences to predict a user's interests automatically. Collaborative filtering can be implemented in two ways: user-based or item-based. User-based collaborative filtering recommends items based on similarities between users, while item-based collaborative filtering recommends items based on similarities between items themselves.
Collaborative recommendation systems are particularly effective in scenarios where there is a large amount of user interaction data available, such as in e-commerce platforms or social media websites. By leveraging the collective wisdom of users, collaborative filtering can provide accurate and personalized recommendations, leading to improved user satisfaction and increased engagement.
In addition to collaborative filtering, there are other techniques such as content-based filtering and hybrid methods that combine multiple approaches to provide even more accurate recommendations. Understanding the strengths and limitations of each method is essential for businesses looking to implement recommendation systems that effectively meet the needs and expectations of their users [54].
[bookmark: _ehnf594qfhtw]
1.3.2 Content-Based Recommender System
In addition to collaborative filtering, another popular approach to recommendation systems is the content-based filtering method. Content-based recommender systems analyze the attributes and features of items to make recommendations based on the similarity between these attributes and a user's preferences.
For example, in a music streaming platform, a content-based recommender system could recommend new songs to a user based on the genre, artist, or similar attributes of the songs they have previously listened to and liked. Similarly, in e-commerce platforms, content-based recommendation systems can recommend products based on their attributes such as category, brand, or characteristics.
Content-based systems are particularly effective in scenarios where there is a significant amount of item-related information available, allowing for accurate predictions based on the content itself. By understanding the content of items and how it relates to user preferences, content-based recommender systems can provide personalized recommendations, ultimately enhancing user satisfaction and engagement.
Implementing a content-based recommender system involves understanding and processing the attributes and features of items to create a profile for each user that captures their preferences. This approach is especially useful when user interaction data may be limited or when items have well-defined and structured attributes that can be used for recommendation purposes.
In practice, many recommendation systems leverage a combination of collaborative filtering, content-based filtering, and hybrid methods to provide diverse and accurate recommendations that meet the diverse preferences of users. This multi-faceted approach allows businesses to cater to the varying needs and interests of their user base while enhancing the overall user experience [54, p. 361-366].
[bookmark: _af3x5172tkeu]
1.3.3 Demographic-Based Recommender System
Another approach to recommendation systems is the demographic-based method, which considers demographic information such as age, gender, location, and other relevant attributes of users to make personalized recommendations. By understanding the demographics of users, this approach can provide recommendations that are more tailored to individual preferences based on demographic factors.
Demographic-based recommender systems are particularly effective in scenarios where demographic information is available and can be used to enhance the personalization of recommendations. For example, in a movie streaming platform, this approach could recommend movies based on the user's age group, gender, or location. In e-commerce platforms, demographic-based systems can recommend products based on the user's age, gender, or location-specific preferences.
By integrating demographic information into the recommendation process, businesses can create more targeted and relevant recommendations for their users, ultimately improving user satisfaction and engagement. Understanding the demographic characteristics of users and how they influence their preferences is essential for the successful implementation of a demographic-based recommender system.
In practice, combining demographic-based filtering with other recommendation approaches, such as collaborative filtering or content-based filtering, can further enhance the accuracy and relevance of recommendations, providing a comprehensive approach to catering to the diverse needs of users across different demographic segments [55].
[bookmark: _5i626jgueb0t]
1.3.4 Utility-Based Recommender System
Another crucial approach to recommendation systems is the utility-based method. Utility-based recommender systems consider explicit ratings or implicit feedback from users to understand their preferences and make personalized recommendations. This approach focuses on maximizing a user's utility or satisfaction by recommending items that are most likely to be highly rated or preferred by the user.
In utility-based recommendation systems, the system evaluates the utility of each item for a user based on the user's historical interactions, ratings, or feedback. This evaluation helps in predicting the likelihood of a user's satisfaction with a particular item. For instance, in a movie streaming platform, a utility-based recommender system can analyze user ratings and preferences to recommend movies that align with the user's tastes and preferences.
By leveraging utility-based approaches, businesses can enhance user satisfaction by providing recommendations that are more likely to be well-received and enjoyed by the users. Understanding the explicit and implicit feedback from users and translating it into personalized recommendations is pivotal for the effective implementation of utility-based recommender systems.
In practice, integrating utility-based filtering with other recommendation approaches such as collaborative filtering, content-based filtering, or demographic-based filtering can further refine the recommendation process, leading to more accurate and customized recommendations that meet the diverse preferences of users while maximizing user satisfaction and engagement [56].
[bookmark: _dibvmh2nqxvf]
1.3.5 Knowledge-Based Recommender System
Another important approach to recommendation systems is the knowledge-based method. Knowledge-based recommender systems use explicit knowledge about items and user preferences to make recommendations. This approach is particularly useful when there is a limited amount of user interaction data available, as it can rely on structured information about items and user preferences.
Knowledge-based recommender systems often use rule-based or knowledge representation techniques to infer recommendations based on explicit knowledge about items and user preferences. For example, in a travel booking platform, a knowledge-based recommender system could recommend destinations based on specific user preferences such as travel dates, budget, preferred activities, and accommodation preferences.
By leveraging structured knowledge about items and user preferences, knowledge-based recommender systems can provide personalized and contextually relevant recommendations, ultimately leading to improved user satisfaction and engagement.
Implementing a knowledge-based recommender system involves understanding the explicit knowledge about items and users, and representing this knowledge in a way that can be used to infer recommendations. This approach is particularly useful in domains where items have well-defined attributes and where user preferences can be explicitly captured.
In practice, combining knowledge-based filtering with other recommendation approaches such as collaborative filtering, content-based filtering, demographic-based filtering, or utility-based filtering can further enhance the accuracy and relevance of recommendations, providing a holistic approach to catering to the diverse needs of users while maximizing user satisfaction and engagement [57].
[bookmark: _wpgigneicn46]
1.3.6 Hybrid Recommender System
One of the most advanced and effective approaches to recommendation systems is the hybrid method, which combines multiple recommendation techniques to provide diverse and accurate recommendations that cater to the varying needs and interests of users. A hybrid recommender system leverages the strengths of different recommendation approaches such as collaborative filtering, content-based filtering, demographic-based filtering, utility-based filtering, and knowledge-based filtering to create a comprehensive and well-rounded recommendation system.
By integrating multiple recommendation techniques, a hybrid recommender system can overcome the limitations of individual approaches and improve the overall quality of recommendations. For example, by combining collaborative filtering with content-based filtering, the system can take advantage of both user interactions and item attributes to provide more personalized recommendations. Similarly, by integrating demographic-based filtering and utility-based filtering, the system can factor in both demographic information and user preferences to enhance the personalization of recommendations.
In practice, businesses can benefit greatly from implementing a hybrid recommender system as it enables them to provide more accurate, diverse, and personalized recommendations to their users. This multi-faceted approach ensures that recommendations are tailored to individual preferences while considering demographic factors, user interactions, explicit ratings, and structured knowledge about items.
Implementing a hybrid recommender system involves combining and integrating different recommendation techniques in a way that maximizes the strengths of each approach and mitigates their individual limitations. By doing so, businesses can deliver a superior recommendation experience to their users, leading to increased user satisfaction and engagement.
In conclusion, the hybrid recommender system represents a cutting-edge approach to recommendation systems that harnesses the power of multiple techniques to deliver more accurate, diverse, and personalized recommendations. Businesses that adopt this approach can effectively cater to the diverse needs of their user base while maximizing user satisfaction and engagement [58].
[bookmark: _82gde8udua5l]1.3.7 The Role of Knowledge in Recommendation Systems
Knowledge plays a crucial role in the effectiveness of recommendation systems. Integrating domain-specific knowledge allows for a more comprehensive understanding of user preferences and interests, leading to more accurate and personalized recommendations.
One approach to incorporating knowledge into recommendation systems is through the use of ontologies and semantic modeling. These techniques enable recommendation systems to understand the relationships between different items and users, facilitating better recommendation generation [59].
Furthermore, the integration of text-based approaches, such as natural language processing and sentiment analysis, provides valuable insights into user behavior and preferences. By analyzing textual data, recommendation systems can extract semantic information and sentiment from user reviews, social media posts, and other sources, enriching the understanding of user preferences [60].
[bookmark: _599uizor0p7z]
1.3.8 Text-Based Approaches in Recommendation Technologies
Natural Language Processing (NLP) plays a significant role in text-based approaches within recommendation systems. By leveraging NLP techniques, recommendation systems can extract valuable insights from textual data, such as user reviews, product descriptions, and social media posts. These insights, in turn, enable the system to understand and interpret user preferences and sentiments more effectively.
NLP facilitates the processing and analysis of unstructured textual data, allowing recommendation systems to identify key phrases, topics, and sentiments expressed by users. This understanding of the textual content contributes to the generation of more contextually relevant recommendations, ultimately enhancing user satisfaction and engagement [61].
In the realm of recommendation systems, natural language processing has been extensively utilized to enhance user experience and provide more accurate recommendations. One notable example is the deployment of sentiment analysis in social media platforms to understand user preferences and opinions. By analyzing the sentiment behind user posts and comments, recommendation systems can gauge the user's receptiveness to certain products or services, leading to tailored recommendations that resonate with the user's sentiment.
Moreover, NLP has been instrumental in the development of chat-based recommendation systems. These systems leverage NLP techniques to understand and interpret user queries and conversations, delivering personalized product recommendations in a conversational manner. This approach not only improves user experience but also fosters increased user engagement and satisfaction.
In addition, e-commerce platforms have harnessed NLP to parse through product descriptions and customer reviews, extracting valuable information about features, benefits, and user sentiments. This enables the recommendation systems to offer more relevant and personalized suggestions to users based on their expressed preferences and interests [62].
[bookmark: _jyvcgjm02m73]1.3.9 Future Directions in NLP-Driven Recommendation Systems
As NLP continues to advance, the future of recommendation systems holds exciting possibilities. With the growing sophistication of NLP models, recommendation systems will be capable of a more nuanced understanding of user preferences, including subtle contextual cues and language nuances. This will result in more precise and tailored recommendations, further enhancing user satisfaction and retention.
Furthermore, the integration of multimodal NLP, which combines textual analysis with visual and auditory inputs, will open up new dimensions for recommendation systems. By analyzing not just text but also images, videos, and audio content, recommendation systems can gain a more holistic view of user preferences, leading to even more personalized and engaging recommendations.
In conclusion, the integration of NLP in recommendation systems has revolutionized the way users interact with products and services, paving the way for a more personalized and enriching user experience. As businesses continue to adopt and refine NLP-driven recommendation systems, the potential for innovation and improvement in user engagement remains limitless [63].
[bookmark: _hsebpjtf1m5b]
1.3.10 Synergy of Knowledge and Text-Based Methods
The synergy of knowledge-based and text-based methods in recommendation systems presents a powerful opportunity to elevate user experience and algorithm accuracy. By integrating domain-specific knowledge with text-based insights, recommendation systems can achieve a holistic understanding of user preferences and provide truly tailored recommendations.
One way to achieve this synergy is through the incorporation of semantic knowledge graphs, which encapsulate domain-specific knowledge and relationships between items. These knowledge graphs can be enriched with textual data extracted through NLP, creating a comprehensive knowledge base that fuels recommendation algorithms with both structured knowledge and unstructured insights [64].
[bookmark: _lppf2nx37gg1]
1.3.11 Problem-Solving with Advanced Recommendation Systems
The evolution of recommendation systems has paved the way for more sophisticated and personalized user experiences. Advanced recommendation systems leverage a combination of advanced technologies, including machine learning, deep learning, and collaborative filtering, to generate highly tailored recommendations that cater to individual preferences and behaviors.
Machine learning algorithms form the backbone of modern recommendation systems, enabling the automatic learning of user preferences and behavior patterns. These algorithms utilize historical user data, such as past purchases, browsing history, and interaction patterns, to predict and recommend items that are most likely to resonate with each user [65].
By continuously learning and adapting to user feedback and interactions, machine learning-powered recommendation systems enhance their recommendation accuracy and relevance over time, ultimately leading to improved user satisfaction and engagement.
Deep learning techniques, including neural networks and embeddings, have significantly elevated the capabilities of recommendation systems. Through deep learning, recommendation systems can capture complex patterns and dependencies within user data, enabling more nuanced and precise recommendations.
The use of deep learning models allows recommendation systems to uncover intricate correlations between user preferences, contextual factors, and item characteristics, leading to the generation of highly personalized recommendations that align with each user's unique tastes and interests [66].

[bookmark: _7jd4l147qb9k]1.4 Recommender systems works
Recommendation systems play a crucial role in various domains, including e-learning, e-commerce, and entertainment, by assisting users in discovering relevant items or resources based on their preferences and behaviors. This literature review provides insights into five key papers that survey different aspects of recommendation systems, including machine learning techniques, causal inference, data sparsity resolution, and deep learning methods.
Khanal et al. [67] conducted a systematic review of machine learning-based recommendation systems for e-learning. Their research focuses on analyzing various machine-learning algorithms and techniques employed in e-learning recommendation systems. Through a comprehensive review of existing literature, the authors identify key challenges and opportunities in the design and implementation of recommendation systems for e-learning platforms.
Ko et al. [68] presented a survey of recommendation systems, covering recommendation models, techniques, and application fields. Their survey provides an overview of different recommendation approaches, including collaborative filtering, content-based filtering, and hybrid methods. By analyzing recent advancements and emerging trends in recommendation systems, the authors offer insights into state-of-the-art techniques and their applications across diverse domains.
Gao et al. [69] conducted a survey on causal inference in recommender systems, exploring the challenges and future directions in this research area. Their survey investigates various causal inference techniques employed in recommender systems to infer causal relationships between users, items, and interactions. Through a comprehensive analysis, the authors identify key research gaps and propose future directions for advancing causal inference in recommender systems.
Natarajan et al. [70] addressed the data sparsity and cold start problems in collaborative filtering recommendation systems using linked open data. Their research focuses on leveraging linked open data sources to enrich user-item interaction data and alleviate data sparsity issues. Through empirical evaluation, the authors demonstrate the effectiveness of their approach in improving recommendation quality and addressing the cold start problem in collaborative filtering.
Da’u and Salim [71] conducted a systematic review of recommendation systems based on deep learning methods. Their research explores the application of deep learning techniques, such as neural networks and deep autoencoders, in recommendation systems. Through a comprehensive analysis of existing literature, the authors identify key challenges and opportunities in leveraging deep learning for personalized recommendations, offering insights into future research directions.
In summary, these studies provide comprehensive insights into different aspects of recommendation systems, including machine learning techniques, causal inference, data sparsity resolution, and deep learning methods. By surveying recent advancements and emerging trends in recommendation systems research, these papers contribute to the understanding of state-of-the-art techniques and offer valuable insights for future research directions.
[bookmark: _q426tjfgjq7q]
1.4.1 Knowledge-based recommender systems
Knowledge-based recommender systems leverage domain knowledge to provide personalized recommendations to users. This literature review explores five key papers, shown in Table 1, that delve into different aspects of knowledge-based recommendation systems, including ontology-based systems, sentiment analysis integration, deep learning, and efficiency improvements.

Table 1 – Summary of Knowledge-Based Recommendation Systems in Various Applications

	Authors
	Summary
	Main Findings

	R. Burke  
	Knowledge-based 
recommender systems
	Provides an overview of knowledge-based recommender systems, focusing on their 
architecture and functionality.

	J.K. Tarus, 
Z. Niu, G. Mustafa 
	Review of ontology-based recommender systems for e-learning
	Evaluates ontology-based recommender systems in the context of e-learning, 
highlighting their application and effectiveness.

	R.L. Rosa, 
G.M. Schwartz, 
W.V. Ruggiero, 
D.Z. Rodríguez 
	Knowledge-based recommendation system 
with sentiment analysis 
and deep learning
	Presents a recommendation 
system incorporating sentiment analysis and deep learning techniques, emphasizing its integration of multiple approaches for enhanced performance.

	B. Prasad 
	Knowledge-based product recommendation system 
for e-commerce
	Introduces a knowledge-based recommendation system 
tailored for e-commerce platforms, focusing on product recommendations based 
on user preferences and behavior.

	H. El Bouhissi, 
M. Adel, 
A. Ketam, 
A.-B.M. Salem 
	Development of an 
efficient knowledge-based recommendation system
	Discusses efforts toward creating an efficient knowledge-based recommendation system, 
potentially addressing optimization techniques or advancements in the field.

	Note – Compiled from source [72-76] 



Burke [72, p. 175-185] provides an early overview of knowledge-based recommender systems in the Encyclopedia of Library and Information Systems. The paper discusses how these systems utilize domain knowledge, such as taxonomies and ontologies, to enhance recommendation accuracy and relevance. Burke outlines various approaches and techniques used in knowledge-based recommendation systems, laying the groundwork for subsequent research in the field.
Tarus, Niu, and Mustafa [73, p. 21-47] focus on ontology-based recommender systems for e-learning in their review paper. They explore how ontologies facilitate the representation and utilization of domain knowledge in recommendation processes. Through a comprehensive analysis of existing literature, the authors highlight the advantages of ontology-based approaches in enhancing recommendation quality and user satisfaction in e-learning environments.
Rosa et al. [74, p. 2124-2134] present a knowledge-based recommendation system that integrates sentiment analysis and deep learning techniques. Their research aims to improve the effectiveness of recommendation systems by considering user preferences and sentiments expressed in textual data. By leveraging deep learning models and sentiment analysis algorithms, the authors demonstrate enhanced recommendation accuracy and user satisfaction in industrial informatics applications.
Prasad [75, p. 18-35] introduces a knowledge-based product recommendation system for e-commerce. The paper focuses on leveraging domain knowledge about products and user preferences to generate personalized recommendations. Through a case study, Prasad demonstrates the effectiveness of the knowledge-based approach in improving recommendation accuracy and promoting customer engagement in e-commerce platforms.
El Bouhissi et al. [76, p. 38-48] propose enhancements to knowledge-based recommendation systems to improve efficiency. Their research addresses the computational challenges associated with large-scale knowledge bases and recommendation processes. By introducing optimization techniques and efficient algorithms, the authors aim to streamline recommendation generation and enhance scalability in knowledge-based systems.
In summary, these studies highlight the importance of domain knowledge in recommendation systems and explore various techniques for leveraging knowledge to enhance recommendation accuracy, relevance, and efficiency. By integrating ontologies, sentiment analysis, deep learning, and optimization techniques, researchers continue to advance knowledge-based recommendation systems, paving the way for more personalized and effective recommendations across different application domains.
[bookmark: _3buxtm7m45zf]
1.4.2 Text-based recommender systems 
Text-based recommendation systems have gained significant attention due to their ability to leverage textual information to provide personalized recommendations across various domains. This literature review discusses five key papers that explore different aspects of text-based recommendation systems shown in table 2, including text mining, collaborative filtering, and multi-criteria analysis.
Kanwal et al. [77] conducted a comprehensive review of text-based recommendation systems, covering various techniques and methodologies employed in text-based recommendation algorithms. Their research provides insights into the state-of-the-art approaches for processing textual data and integrating it into recommendation systems. Through a systematic analysis, the authors identify key challenges and opportunities in text-based recommendation research.
Miao and Lang [78] proposed a recommendation system based on text mining, aiming to exploit textual information to enhance recommendation accuracy and relevance. Their research focuses on extracting valuable insights from textual data using text-mining techniques and incorporating them into the recommendation process. Through empirical evaluation, the authors demonstrate the effectiveness of their approach in improving recommendation quality.

Table 2 – Summary of Text-based Recommendation Systems in Different Domains

	Authors
	Summary
	Main Findings

	S. Kanwal, 
S. Nawaz, 
M. K. Malik, 
Z. Nawaz 
	Review of text-based recommendation systems
	Examines text-based recommendation systems, exploring their methodologies, applications, and advancements in the field.

	D. Miao, 
F. Lang 
	Text mining-based recommendation system
	Introduces a recommendation system utilizing text mining techniques, potentially emphasizing the extraction of valuable insights from textual data for personalized recommendations.

	H. Khatter, S. Arif, 
U. Singh, S. Mathur, S. Jain 
	Product recommendation 
system combining 
collaborative filtering 
and textual clustering
	Presents a product recommendation system for e-commerce platforms, leveraging collaborative filtering and textual clustering methods to enhance recommendation accuracy.

	R. K. Roul, 
K. Arora 
	Text summarization-based recommendation system 
for electronic products
	Discusses a recommendation system that employs text summarization techniques for generating concise product descriptions, potentially aiding in personalized recommendations.

	Y. Sharma, J. Bhatt, R. Magon 
	Multi-criteria review-
based hotel 
recommendation system
	Describes a hotel recommendation system that considers multiple criteria from reviews, potentially offering more comprehensive and tailored suggestions to users.

	Note – Compiled from source [77, p. 31638-31660; 78-81] 



Khatter et al. [79, p. 612-617] presented a product recommendation system for e-commerce using collaborative filtering and textual clustering. Their research integrates collaborative filtering with textual clustering techniques to provide personalized recommendations based on both user-item interactions and textual product descriptions. Through experimentation, the authors demonstrate the effectiveness of their hybrid approach in enhancing recommendation accuracy in e-commerce platforms.
Roul and Arora [80, p. 13183-13203] conducted a review of text summarization-based recommendation systems for electronic products. Their research explores the use of text summarization techniques to generate concise representations of textual product descriptions, which are then used for recommendation purposes. Through empirical analysis, the authors highlight the potential of text summarization in improving recommendation relevance and efficiency.
Sharma et al. [81, p. 687-690] proposed a multi-criteria review-based hotel recommendation system, aiming to provide personalized recommendations based on user reviews and preferences. Their research integrates multi-criteria analysis techniques with textual reviews to generate personalized recommendations tailored to individual user preferences. Through case studies and evaluation, the authors demonstrate the effectiveness of their approach in enhancing recommendation quality in the hospitality industry.
In summary, these studies provide valuable insights into different approaches and methodologies for developing text-based recommendation systems. By leveraging textual information and advanced data mining techniques, researchers have been able to enhance recommendation accuracy, relevance, and personalization across various application domains.
[bookmark: _1i8a7n4os001]
1.4.3 Hybrid recommender systems
Hybrid recommendation systems combine multiple recommendation approaches to improve recommendation accuracy, coverage, and user satisfaction. This literature review discusses seven key papers that explore different aspects of hybrid recommendation systems across various domains shown in table 3.

Table 3 – Summary of Hybrid Recommendation Systems in Various Domains

	Authors
	Summary
	Main Findings

	1
	2
	3

	V. Kavinkumar, R. 
R. Reddy, R. Balasubramanian, 
M. Sridhar, 
K. Sridharan, 
D. Venkataraman 
	Hybrid recommendation system with added feedback component
	Presents a recommendation system integrating multiple approaches, with an added feedback component, potentially enhancing recommendation accuracy and adaptability.

	J. P. Lucas, N. Luz, M. N. Moreno, 
R. Anacleto, A.A. Figueiredo, C. Martins 
	Hybrid recommendation approach for a tourism system
	Describes a hybrid recommendation approach tailored for a tourism system, potentially combining collaborative filtering, content-based filtering

	Y. Tian, B. Zheng, Y. Wang, Y. Zhang, Q. Wu 
	College library persona lized recommendation system based on hybrid recommendation algorithm
	Discusses a personalized recommendation system for college libraries, utilizing hybrid recommendation algorithms to cater to diverse user preferences and enhance user experience.

	R. Passi, S. Jain, 
P.K. Singh 
	Hybrid recommendation system
	Introduces a hybrid recommendation system, potentially integrating collaborative filtering, content-based filtering, or other techniques.

	P.B. Thorat, 
R. M. Goudar, 
S. Barve 
	Survey on collaborative filtering, content-based filtering, and hybrid recommendation system
	Presents a survey highlighting collaborative filtering, content-based filtering, and hybrid recommendation systems, potentially offering insights into the strengths and limitations of each approach.

	Continuation of table 3


	1
	2
	3

	B. Walek, 
V. Fojtik 
	Hybrid recommender system for recommending relevant movies using an expert system
	Proposes a hybrid recommender system for movie recommendations, potentially leveraging an expert system 

	K. Al Fararni, 
et. al.  
	Hybrid recommender system for tourism based on big data and AI
	Presents a conceptual framework for a hybrid recommender system in tourism, integrating big data and AI techniques 

	Note – Compiled from source [82-88] 



Kavinkumar et al. [82, p. 745-751] proposed a hybrid approach for recommendation systems with an added feedback component. Their research integrates collaborative filtering and content-based filtering techniques, along with user feedback, to enhance recommendation accuracy and relevance. Through experimentation, the authors demonstrate the effectiveness of their hybrid approach in providing personalized recommendations.
Lucas et al. [83, p. 3532-3549] presented a hybrid recommendation approach for a tourism system. Their research combines collaborative filtering, content-based filtering, and knowledge-based techniques to provide personalized recommendations for tourists. By leveraging multiple recommendation approaches, the authors aim to address the diverse preferences and requirements of tourists in different contexts.
Tian et al. [84, p. 490-493] developed a college library personalized recommendation system based on a hybrid recommendation algorithm. Their research integrates collaborative filtering and content-based filtering techniques to recommend library resources tailored to individual user preferences and interests. Through case studies, the authors demonstrate the applicability and effectiveness of their hybrid recommendation system in enhancing user satisfaction.
Passi et al. [85, p. 117-127] proposed a hybrid approach for recommendation systems, combining collaborative filtering, content-based filtering, and knowledge-based techniques. Their research aims to leverage the strengths of each recommendation approach to provide more accurate and diverse recommendations to users. Through empirical evaluation, the authors demonstrate the effectiveness of their hybrid approach in addressing the limitations of individual recommendation techniques.
Thorat et al. [86, p. 31-35] conducted a survey on collaborative filtering, content-based filtering, and hybrid recommendation systems. Their research provides insights into the strengths, weaknesses, and application domains of different recommendation approaches. By analyzing existing literature, the authors highlight the importance of hybrid recommendation systems in improving recommendation quality and user satisfaction.
Walek and Fojtik [87, p. 113452] developed a hybrid recommender system for recommending relevant movies using an expert system. Their research integrates collaborative filtering, content-based filtering, and rule-based expert systems to provide personalized movie recommendations to users. Through experimentation, the authors demonstrate the effectiveness of their hybrid approach in improving recommendation accuracy and coverage.
Al Fararni et al. [88, p. 47-54] proposed a hybrid recommender system for tourism based on big data and artificial intelligence. Their research integrates collaborative filtering, content-based filtering, and knowledge-based techniques, leveraging big data analytics and AI algorithms to provide personalized recommendations to tourists. Through a conceptual framework, the authors demonstrate the potential of their hybrid system in enhancing tourist experiences and satisfaction.
In summary, these studies highlight the significance of hybrid recommendation systems in providing more accurate, diverse, and personalized recommendations across various domains. By integrating multiple recommendation approaches, hybrid systems aim to overcome the limitations of individual techniques and enhance the overall recommendation performance.
Tawfik et al. [89] employed statistical analysis to develop a case-based recommendation system for educational environments. This method involved initial evaluations by five experts who rated problem-related topics and narratives within the case library, ensuring the system's alignment with educational goals and enhancing learning through targeted case retrieval based on their assessments. Based on the comparison between Tawfik et al. and the current research outlined in the table, several notable differences emerge. Tawfik et al. focused on developing a recommendation system to support problem-solving in educational settings, whereas the current research also centers on a recommendation system but spans a broader scope with 107 problems compared to Tawfik et al.'s 6 problems. In terms of categorization, Tawfik et al. categorized cases into 20 categories, whereas the current research employs 5 categories. Additionally, while Tawfik et al. relied on expert opinions for rating, the current research integrates machine learning algorithms for its assessment framework, diverging from Tawfik et al.'s use of statistical rating methods. These differences highlight advancements and shifts in methodology and scope within the field of recommendation systems and problem-solving in educational contexts.













[bookmark: _rcj6mdgg444k]2 MAPREDUCE TASK-BASED CLASSIFICATION AND CURRICULUM EVALUATION

[bookmark: _6y1xt035v0ui]2.1 Instructional design methodology
The utilization of the ADDIE model, a renowned instructional design framework, is pivotal in addressing primary research question. This systematic and methodical approach serves as the cornerstone for the meticulous crafting of instructional materials and activities that not only foster effectiveness but also efficiency. The ADDIE process encompasses five distinct yet interrelated stages: Analysis, Design, Development, Implementation, and Evaluation. During the analysis phase, a comprehensive collection of pertinent information concerning the target audience, their specific requirements, and the overarching instructional objectives of the course is meticulously undertaken. This invaluable data is sourced from a myriad of reliable channels, including expert opinions and a diverse array of research methodologies such as needs analysis and formative evaluations. Subsequently, the insights gleaned from this analysis are meticulously integrated into the design phase, where instructional materials and activities are finely tailored to impeccably suit the unique needs of the audience while impeccably aligning with the educational objectives at hand. This phase is characterized by the meticulous identification of specific content and skills, alongside the establishment of a meticulously structured course outline to guide the learning journey. As the development phase ensues, meticulous attention is dedicated to the creation of instructional materials and activities, ensuring seamless alignment with established best practices and evidence-based approaches within the field. Implementation, the subsequent stage, calls for the actual delivery of instruction by teachers, underpinned by expert input to uphold fidelity to the intended instructional approach. Finally, the evaluation stage serves as the definitive litmus test, meticulously assessing the effectiveness of the instructional materials, activities, and the overall course. This comprehensive assessment endeavor scrutinizes whether the instructional goals were effectively met while concurrently gauging the reception of students towards the learning experiences provided [90]. 

[bookmark: _ovocfq6wuze]2.2 Summative evaluation and statistical analysis
The summative evaluation method is implemented as a comprehensive strategy to thoroughly assess the efficacy of a course upon its completion. This evaluative approach entails a meticulous examination aimed at quantifying the extent to which the course objectives have been achieved, thereby enabling requisite refinements for subsequent iterations. Within the realm of summative evaluation, one methodological approach widely employed involves the utilization of an experimental design framework, wherein both a control group and an experimental group are utilized for comparative analysis. In this study, the experimental cohort, comprising 21 students, was exposed to an innovative instructional methodology, while an equivalent number of students in the control group received conventional teaching practices. Notably, the demographic profile of students in both groups is detailed, highlighting factors such as age range (19-20 years old) and academic year (predominantly in their third or fourth year of study), as well as gender distribution, with ratios specified for males and females in both groups. To ascertain the presence of statistically significant differences in mean performance between the experimental and control groups, a rigorous analysis was conducted employing a statistically independent sample t-test. Before conducting this test, an outlier analysis utilizing box plots was carried out to identify and address any outliers that may unduly influence the data analysis process, thereby ensuring the integrity and accuracy of current findings. Furthermore, to uphold the principles of robust sampling methodology, the initial selection process was subjected to rigorous hypothesis testing, particularly focusing on student GPAs, to ensure the sample's representativeness and the randomness of the sampling procedure, thereby enhancing the validity and reliability of the study outcomes.

[bookmark: _zfe69preopd4]2.3 Implementation-based classification of single machine tasks
In this section, the feasibility of developing a curriculum that effectively imparts the core principles of MapReduce on Apache Spark, specifically targeting the classification of single-machine tasks within distributed systems, is explored. To address the deficiencies detected in the traditional Distributed Big Data Systems course, the ADDIE methodology, a structured instructional design approach, was utilized over an approximate duration of eight weeks. Initially, the course's learning outcomes were meticulously scrutinized by a panel of three experts, each possessing pertinent expertise, revealing their failure to meet expectations. Consequently, a novel curriculum was proposed by these astute experts, grounded in their invaluable insights and experience. This endeavor entailed the formulation of fresh course objectives imbued with active learning methodologies aimed at enhancing the overall learning experience. Following this, the responsibility of designing the course content, materials, and potential activities was assumed by the primary author of the study, tasked with translating the expert-derived vision into tangible educational assets.
Throughout the subsequent development phase, regular intervals were convened by the expert panel, spanning an approximate duration of five weeks, to meticulously refine the course content and activities, ensuring alignment with their exacting standards. Through a rigorous process encompassing analysis, design, and development, the course materials underwent meticulous refinement, ensuring their coherence and effectiveness in achieving the desired learning outcomes. The resulting curriculum delineated five distinct classes, each intricately juxtaposing a single-machine solution with a distributed MapReduce solution. For instance, tasks such as pirate speech and log analysis (SQL injection) were identified as relatively straightforward to implement on MapReduce, owing to the absence of intricate data interactions. In such scenarios, the functionality of only the map steps is deemed feasible, devoid of a reducer. The mapping process closely mirrors that of a single-machine solution but operates on a line-by-line basis, iteratively processing each line until the culmination of the dataset. Additionally, while sentiment analysis emerged as another task amenable to execution without a reducer (see figure 2), alternative solutions were also thoughtfully deliberated within the confines of the research, fostering a comprehensive exploration of the subject matter.
[image: ]

Figure 2 – Job process without reducer

Another notable issue arises in the realm of counting, encompassing challenges such as word count and Google Play frequency analysis. Fortunately, resolving these issues is relatively straightforward: the map function effectively partitions the data and dispatches it to reducer keys necessitating enumeration, assigning a uniform value of 1 to each instance. Consequently, these individual values are amalgamated and transmitted to the reducer as a collective set of 1s. Upon receipt, the reducer meticulously processes each key alongside its corresponding set of values. In these instances, the reducer diligently aggregates the values, culminating in the emission of both the key and its respective count. This pivotal process is aptly illustrated in figure 3 for further clarity and understanding.

[image: ]

Figure 3 – MapReduce process, WordCount example

The issue of trending word count encapsulates the intricacies of data integration, where the results from one MapReduce job seamlessly transition into serving as input for subsequent jobs. Additionally, this scenario extends to situations where the outputs generated by multiple MapReduce tasks converge to form the input for a singular subsequent MapReduce operation. Illustrated in figure 4, this dynamic elucidates the complex interplay within the environment, particularly shedding light on the shuffle phase intricacies encompassing sorting and combining processes. Through this depiction, users are afforded a deeper comprehension of the underlying mechanisms governing data organization and processing during this pivotal stage of computation.

[image: ]

Figure 4 – MapReduce process, joining data

Difficulties arise in scenarios characterized by a limited number of keys yet an abundance of associated values, a common occurrence when tackling tasks such as determining the minimum, maximum, and conducting k-means analysis. In such situations, the keys are typically predefined, setting the stage for the mapping phase to discern and align the relevant values with their corresponding keys. Following this initial step, the reducer assumes the mantle of processing each key alongside its associated set of values. Through a series of carefully orchestrated actions, the reducer meticulously manipulates the data set, culminating in the emission of the key paired with the resultant outcome. This intricate process, crucial for tasks involving data aggregation and analysis, is succinctly depicted in figure 5, providing a visual aid to elucidate the underlying procedures for enhanced comprehension.

[image: ]

Figure 5 – MapReduce process, finding min/max example
Implementing decision tree and apriori algorithm tasks poses significant challenges, comparable to those encountered in single-machine solutions. Within this context, data lines interact, resulting in dynamic changes to both keys and values throughout the execution process. Moreover, these tasks necessitate the repeated iteration of the MapReduce job until the specified condition is satisfied. The intricacies of this iterative process are visually represented in figure 6, providing a comprehensive illustration of the iterative nature inherent in these tasks within the MapReduce framework. Through this visual aid, readers gain a deeper understanding of the complexities involved in executing decision tree and apriori algorithm tasks in a distributed computing environment.

[image: ]

Figure 6 – MapReduce process, with condition

The implementation of the new teaching methodology spanned a period of approximately two weeks, marking a notable departure from the traditional six-week format previously utilized. In the inaugural class session, the experimental group was introduced to the innovative approach along with the accompanying instructional materials. To aid in comprehending the intricacies of the MapReduce concept, students were provided with an expanded version of the previously covered material for self-study purposes (table 4). This supplementary resource aimed to bolster their understanding.
Following this introductory phase, a dynamic role-playing exercise unfolded in subsequent sessions. Here, students assumed diverse roles within the Hadoop environment, ranging from mappers and reducers to data batch processors. Through this engaging activity, participants were encouraged to immerse themselves in the practical application of course concepts, fostering a deeper understanding.
Subsequent class sessions adopted a problem-based active learning strategy, offering students a range of take-home assignments designed to stimulate critical thinking and practical application of knowledge. Regular assessments were administered to monitor student progress, with tailored feedback provided to support ongoing improvement efforts.
Throughout the duration of the course, experts made periodic visits to the classroom setting, organizing meetings to assess the effectiveness of the newly introduced teaching approach. Despite the condensed timeframe, students faced challenges in fully mastering the material. However, the integration of problem-based learning and active learning strategies was strategically implemented to address these potential limitations.

Table 4 – Ten MapReduce problems and their classified types

	Title
	Type

	WordCount*: the aim is to calculate the frequency of appearance of words in text
	#2 (related to counting)

	Pirate speech** aims to change the text's style to a pirate's style. Ex.: change "ing" to "in'", "the" to "da" etc.
	#1 (lines of data do not interact with each other)

	Google Play frequency: the aim is to find how many applications were created on Google Play each month.
	#2 (related to counting)

	Log analysis***: the aim is to determine the SQL injection and DDOS attacks9
	#1 (lines of data do not interact with each other),
#2 (related to counting)

	Finding min and max****: the aim is to find min and max
	#3 (contains few known keys and many unknown values)

	Trending WordCount #: the aim is to identify the frequency of word appearance by date and total in Twitter, expected output: word, date, sum_date, total_sum
	#4 (needs to join data and use the output of one MapReduce job in another MapReduce job)

	Sentiment analysis##: the aim is to identify if the sentence is positive, negative, or neutral.
	#1 (lines of data do not interact with each other),
#2 (related to counting)

	K-means clustering###: the aim is to find centroids of clusters
	#3 (contains few known keys and many unknown values),
#5 (problem is related to the condition)

	Decision Tree####: the aim is to build decision tree
	#5 (the problem is related to the condition)

	Apriori algorithm#####: the aim is to calculate the frequency of a set with symptoms of diseases.
	#5 (problem is related to the condition)

	* – [91];
** – [92];
*** – [93];
**** – [91, p. 17-22];
# – [92, p. 103-107];
## – [94];
### – [95];
#### – [96];
##### – [97]



In summation, the new teaching methodology demonstrated its efficacy in fostering a more profound understanding of the MapReduce programming model among students. Future research endeavors could explore the longitudinal impact of this approach across extended timeframes and within diverse educational contexts, further enriching the understanding of its effectiveness.

[bookmark: _ns6dtggrtx9q]2.4 Evaluation of the novel approach
In this section, the assessment findings of the proposed methodology are presented. A hypothesis test was conducted to compare the average GPA between the control group (with a mean of 2.73 and standard deviation of 0.56) and the experimental group (with a mean of 2.80 and standard deviation of 0.64). The results of the test revealed a t-value of -0.37 and a p-value of 0.71, indicating insufficient evidence to reject the null hypothesis, which asserts equality in mean GPAs between the two groups. This suggests that the distribution of GPAs in both groups can be considered random.
An independent sample t-test was employed to examine whether students' performance improves with the proposed novel approach as opposed to the traditional teaching method. Before conducting the t-test, outlier detection was carried out using box plots, as depicted in figure 7.

[image: ]

Figure 7 – The box plot of MapReduce exam grades for control and experimental groups, respectively

Upon scrutinizing the box plots, it becomes apparent that two outliers are evident within the control group. Upon their removal, the control group's composition narrows down to 19 students, displaying an average score of 20.47 (with a standard deviation of 12.25). In contrast, the experimental group comprises 21 students, showcasing an average score of 32.67 (with a standard deviation of 25.12). Employing an independent sample, one-tailed t-test enabled an exploration into the potential statistical disparity between the mean scores of the experimental and control groups. The resulting analysis yielded a t-value of -1.92 alongside a corresponding p-value of 0.0313. Given that the calculated p-value falls below the conventional threshold of 0.05, it substantiates the assertion that the experimental group markedly surpasses the control group in performance.
In conclusion, the findings derived from this study offer promising insights, suggesting that the novel teaching approach under examination holds the potential to significantly elevate student performance in MapReduce examinations compared to conventional teaching methodologies. However, it's imperative to acknowledge the imperative for further extensive investigations with larger sample sizes to validate and consolidate these preliminary findings. Such comprehensive studies would lend greater credence and robustness to the observed trends and conclusions drawn herein.
The primary objective of this study was to delve into novel methodologies aimed at teaching the intricacies of the MapReduce programming model, with a specific focus on task-based classification, and subsequently, to gauge the effectiveness of these methodologies on student performance. In pursuit of this objective, the study formulated two primary research questions.
The first inquiry aimed to meticulously identify and categorize various problem types that lend themselves to solutions using the MapReduce programming model. To accomplish this task, an instructional design methodology was meticulously applied, complemented by invaluable input from experts in the field. Through this collaborative effort, tasks were systematically classified into five distinct problem categories, encompassing scenarios ranging from those necessitating no reducers to issues involving intricate data joining and key and value shuffling. These categorizations, thoughtfully presented in Table 4, serve as a comprehensive resource for readers, aiding in the nuanced understanding of each problem category and facilitating efficient problem classification and solution retrieval.
The second research question sought to ascertain the efficacy of the proposed teaching model. To this end, a summative evaluation methodology was employed, with the resulting data subjected to rigorous analysis utilizing a statistically independent sample t-test. The outcomes of this analysis revealed a noteworthy statistical difference (p < 0.05) in student performance on the summative MapReduce examination, clearly favoring the proposed novel approach over traditional teaching methods.
In summation, this study aimed to explore innovative teaching methodologies for the MapReduce programming model and evaluate their impact on student performance comprehensively. By meticulously identifying and categorizing various problem types, the study not only underscored the effectiveness of task-based classification in facilitating MapReduce learning but also showcased the superiority of the proposed approach in enhancing student performance compared to conventional methods. Additionally, readers are empowered with a deeper comprehension of the MapReduce concept and problem-solving strategies, even in the absence of extensive experience in MapReduce job writing.
Moreover, the study emphasized the dynamic nature of MapReduce problem domains, hinting at the need for ongoing exploration into new problem categories to expand the utility of the MapReduce programming model further. Furthermore, while the study primarily focused on evaluating student performance through summative examinations, future research endeavors could delve into exploring the long-term retention of knowledge and skills acquired through this approach. Additionally, efforts to balance theoretical explanations with practical exercises and real-world examples were made; however, subsequent research could explore strategies to provide additional support to students grappling with technical aspects.
[bookmark: _d2lo7cj9o4lv]As a policy implementation, the proposed classification methodology holds immense promise for adoption in both educational and professional settings, offering invaluable support in acquiring the requisite knowledge and skills for effective utilization of distributed systems in real-world scenarios.






































3 RECOMMENDER SYSTEM FOR ADAPTING SINGLE MACHINE PROBLEMS TO DISTRIBUTED SYSTEMS WITHIN MAPREDUCE

[bookmark: _kejriomcqsxh]3.1 Data, models training, and evaluation
In the process of data collection, an exhaustive dataset comprising a total of 107 unique problem instances was meticulously compiled. This initial dataset originated primarily from two esteemed literary works within the distributed systems and big data processing domain: "Hadoop in Action" [92, p. 3-330] and "MapReduce Design Patterns: Building Effective Algorithms and Analytics for Hadoop and Other Systems" [91, p. 3-248]. These foundational problems covered a wide array of essential concepts and standard algorithms commonly utilized in MapReduce applications, spanning from fundamental tasks like word count and pirate talk to more intricate challenges involving the determination of minimum and maximum values.
Furthermore, to enrich the dataset with a broader spectrum of complexities and real-world scenarios, additional problem instances were extracted from scholarly articles. These supplementary problems delved into advanced topics such as sentiment analysis [94, p. 4-7], k-means classification [95, p. 247-260], decision trees [96, p. 49-59], and the Apriori algorithm [97, p. 571-580]. By integrating problems sourced from both authoritative books and scholarly literature, the aim was to ensure the dataset comprehensively represented the diverse range of problem instances encountered in practical MapReduce applications, thereby providing a robust foundation for the subsequent phases of the study.
The assembled dataset encompassed a multitude of attributes, including to Title, Category, Keywords, Input, Output, and Goal, ensuring a comprehensive representation of the problem instances. The selection process for problems adhered to a dual-pronged approach: firstly, a concerted effort was made to incorporate problems showcasing a diverse array of methodologies and approaches towards resolving distributed systems challenges. This deliberate strategy aimed to imbue the dataset with a rich variety of techniques, thus facilitating a holistic understanding of problem-solving paradigms within the MapReduce framework. Secondly, emphasis was placed on including problems exhibiting similarities in their solution strategies yet diverging in their specific problem contexts. By prioritizing such problems, the dataset was engineered to enable a nuanced exploration of the efficacy of various algorithms and techniques across a spectrum of real-world scenarios.
The overarching objective of the data collection endeavor was to curate a dataset that not only captured the breadth and depth of MapReduce problem instances but also served as a robust foundation for comprehensive problem classification endeavors.
The meticulous selection of problems for dataset inclusion was spearheaded by domain experts possessing a profound understanding of distributed systems operating under the MapReduce paradigm. Following a rigorous analysis of the dataset, three independent experts meticulously identified five primary characteristics encapsulating solutions to challenges prevalent within distributed MapReduce systems:
1. MR category - lines of data do not interact with each other.
2. MR category - related to counting.
3. MR category - contains few known keys and many unknown values.
4. MR category - needs to join data and use the output of one MapReduce job in another MapReduce job.
5. MR category - the problem is related to the condition.
This rigorous vetting process culminated in the formulation of a meticulously curated problems dataset, as exemplified in table 5. Each problem was meticulously assigned a binary label "0" or "1," denoting its adherence or deviation from the established characteristics, based on prior research conducted by the authors [98].

Table 5 – Labeled data: examples of classified problems by five categories

	Problem attributes
(title, category, keywords, input, output, goal)
	#1 MR category -
lines of data do not interact with each other
	#2 MR category -
related to counting
	#3 MR category -
contains few known keys and many unknown values
	#4 MR category -
needs to join data and use the output of one MapReduce job in another MapReduce job
	#5 MR category -
the problem is related to the condition

	problem 1
	1
	0
	0
	0
	0

	problem 2
	1
	1
	1
	0
	0

	problem 3
	0
	1
	1
	1
	1

	…
	…
	…
	…
	…
	…



The preprocessing stage involves several meticulous steps to ensure the effective transformation of textual data into numerical representations suitable for classification tasks. Initially, textual features extracted from the 'Goal' column undergo TF-IDF vectorization, a process that converts them into numerical representations shown in figure 8. This transformation is crucial for facilitating further analysis and modeling. Additionally, to maintain consistency and enhance the quality of the data, the vectorizer is configured to exclude common English stop words and to standardize all text to lowercase.

[image: ]

Figure 8 – Example of preprocessing 

Subsequently, target variables essential for classification, including 'DataNotInteract', 'CountingRelated', 'FeatureX', 'JoinData', and 'ConditionProblem', are identified and extracted from relevant columns within the dataset. Moreover, to enrich the feature set and provide a more comprehensive understanding of the data, various combinations of text features are generated by concatenating different columns. These combinations, such as 'Goal' and 'Title', 'Goal', 'Title', and 'Category', and others, aim to capture diverse aspects of the problem instances (figure 9).

[image: ]

Figure 9 – Balance between labels in #1 MR category

For each of these feature combinations, TF-IDF vectorization is again applied using the previously configured settings. This meticulous process ensures that all textual data is effectively transformed into numerical representations while maintaining the integrity of the dataset. Furthermore, the target variables remain consistent across all feature combinations, ensuring coherence and facilitating subsequent analysis (figure 10).
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Figure 10 – Imbalance between labels in #2 MR category

To address the challenge posed by the limited size of the dataset, an artificial expansion strategy is implemented. This strategy leverages a paraphrasing technique facilitated by the nlpaug library, utilizing advanced contextual word embedding models like BERT. By generating paraphrased versions of existing textual data, the dataset is expanded, thereby increasing its diversity and mitigating limitations associated with its initial size.
In parallel, feature selection is conducted to identify the most informative attributes for classification models. Various combinations of attributes, including 'Goal', 'Title', 'Category', 'Input', 'Output', and 'Keywords', are explored to comprehensively evaluate their impact on model performance. This iterative process ensures that the selected features effectively capture the essential characteristics of the problem instances.
After the meticulous process of data collection, it became evident that the collected dataset exhibited an imbalance between the binary labels "0" and "1", shown in figures 9, 10, 11, 12, 13, with a notably higher frequency of instances labeled as "0" compared to those labeled as "1". This imbalance posed a challenge for subsequent classification tasks, potentially leading to biased model outcomes. A resampling method known as RandomUnderSampler was employed to address this issue. This technique systematically reduced the number of instances belonging to the majority class (in this case, instances labeled as "0") to achieve a more balanced distribution between the two classes. By randomly undersampling the abundant class, the dataset was rebalanced, ensuring that both classes were represented more equally, thus enhancing the effectiveness and fairness of subsequent classification models.
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Figure 11 – Imbalance between labels in #3 MR category

As shown in figure 10, figure 12, and figure 13, it became evident that a notable imbalance exists within the categories CountingRelated, JointData, and ConditionProblem. This imbalance is primarily attributed to the scarcity of tasks meeting these criteria within openly available resources, which is reflected not only in the collected dataset but also across various open repositories and sources.
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Figure 12 – Imbalance between labels in #4 MR category
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Figure 13 – Imbalance between labels in #5 MR category

The experiment, shown in figure 14, involves several key steps aimed at hyperparameter tuning and model selection using Logistic Regression. Initially, a parameter grid is defined to facilitate hyperparameter tuning, focusing specifically on the regularization parameter 'C', with values ranging from 0.001 to 10.
Subsequently, a list of target variables, denoted as Y_values, is created to represent different binary classification tasks. These target variables are crucial for splitting the dataset into multiple subsets for training and testing.
The experiment then proceeds through a loop iterating over each target variable in Y_values. For each iteration, the data is divided into training and testing sets using train_test_split(). A RandomUnderSampler instance is applied to the training data to address dataset imbalance effectively.
Hyperparameter tuning is conducted using Logistic Regression within a nested loop. Each value of 'C' from the parameter grid is iterated over. For each 'C', a Logistic Regression model is instantiated, trained on the resampled training data, and evaluated on the testing data using the F1 score metric. The 'C' value leading to the highest F1 score is identified as the optimal hyperparameter for the model.
The best model obtained for each target variable and its corresponding F1 score and 'C' value are printed.
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Figure 14 – Optimizing Logistic Regression Models with Cross-Validation

Moreover, it's noteworthy to mention that cross-validation using Stratified K-Fold technique has been integrated into the hyperparameter tuning process, ensuring robustness in model evaluation. Finally, the best model for each target variable is saved.
The experiment aims to assess the effectiveness of Gaussian Naive Bayes when combined with cross-validation and random undersampling techniques. The primary objective is to determine whether this combination enhances the model's predictive capabilities in binary classification tasks. The experiment commences with the preparation of binary target variables, denoted as Y_1 to Y_5, each representing a distinct classification task. Subsequently, the dataset undergoes preprocessing, including the splitting into training and testing sets with an 80-20 ratio and the application of random undersampling to address class imbalance. For each classification task, Gaussian Naive Bayes models are trained and evaluated using 5-fold cross-validation on the resampled training data, with the F1 score serving as the evaluation metric (figure 15). 
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Figure 15 - Optimizing Naive Bayes Models with Cross-Validation

The mean F1 score across cross-validation folds is computed, and if it surpasses the previous best score, the model is retrained on the entire resampled training data and considered the best model. The experiment outputs the best F1 score achieved for each task, and the optimized models are saved for future use.

[bookmark: _afuuawkkmgth]3.2 Results and Discussion
The Logistic Regression model underwent extensive testing across incremental sets of textual features, affirming its efficacy in addressing the binary classification problem and its ability to leverage diverse textual features to enhance predictive accuracy significantly. A thorough comparative analysis between the Naive Bayes and Logistic Regression models was conducted to glean deeper insights into their predictive capabilities and identify potential areas of strength and improvement.
Employing a hybrid approach, the study capitalized on the strengths of both Naive Bayes and Logistic Regression models. Through a meticulous optimization process, the research aimed to pinpoint the most effective model and feature combination for each column, highlighting the adaptability of employing different models and feature sets to address distinct target variables. This nuanced strategy aimed to harness the unique advantages offered by each model, resulting in a tailored and optimized predictive framework customized to the specific requirements of each column within the dataset.
By exploring various combinations of models and features, the study sought to enhance the predictive performance across all target variables. This iterative process allowed for a comprehensive examination of the predictive capabilities of different models and feature sets, ultimately leading to the development of a robust and reliable predictive framework for each column (table 6).

Table 6 – Naive Bayes Results

	MR category
	Features
	Best Cross-Validated F1 Score
	Best F1 Score on Test Set
	Alpha

	#1 MR category
	Goal+Title+Category+Input+Output
	0.99
	1
	0.01

	#2 MR category
	Goal+Title+Category
	0.94
	1
	0.01

	#3 MR category
	Goal+Title+Category+Input+Output+Keywords
	0.99
	1
	0.001

	#4 MR category
	Goal+Title+Category+Input+Output
	0.96
	0.9742
	0.001

	#5 MR category
	Goal+Title+Category
	0.98
	0.9740
	0.001



Table 6 provides a comprehensive overview of the tangible results obtained from our Naive Bayes models applied across various MapReduce (MR) categories, shedding light on the impact of employing different feature combinations. Particularly noteworthy is the exceptional performance observed in the first MR category, where our model achieved an outstanding Best Cross-Validated F1 Score of 0.99 and a flawless Best F1 Score of 1 on the test set, highlighting its remarkable predictive accuracy. Moreover, the second and third categories also displayed robust capabilities, further emphasizing the effectiveness of the feature sets selected for our analysis. These findings underscore the reliability and versatility of our approach in effectively addressing diverse problem categories within the MapReduce framework.

Table 7 – Logistic Regression Results

	MR category
	Features
	Best Cross-Validated F1 Score
	Best F1 Score on Test Set
	C

	#1 MR category
	Goal+Title+Category+Input+Output
	0.98
	1
	1

	#2 MR category
	Goal+Title
	0.98
	1
	1

	#3 MR category
	Goal+Title+Category+Input
	0.97
	1
	1

	#4 MR category
	Goal+Title+Category+Input+Output+Keywords
	0.97
	1
	1

	#5 MR category
	Goal+Title+Category+Input+Output+Keywords
	0.99
	1
	1



Table 7 showcases the discernible outcomes gleaned from our Logistic Regression models applied across distinct MapReduce (MR) categories, shedding light on noteworthy features and performance metrics. The results underscore the significance of our approach in providing detailed insights into the predictive capabilities of each model configuration.
Significantly, the first MR category stands out for its exceptional performance, boasting a remarkable Best Cross-Validated F1 Score of 0.98 and a perfect Best F1 Score of 1 on the test set. This highlights the robustness of our model in accurately predicting outcomes within this category. Similarly, the second and third categories, leveraging different feature sets, exhibited high predictive accuracy, with F1 scores of 0.98 and 0.97, respectively.
Of particular interest is the consistent selection of the optimal regularization parameter (C) set to 1 across all categories, indicative of the stability and reliability of our Logistic Regression models amidst varying feature combinations. These findings underscore the effectiveness and versatility of our approach in delivering precise and reliable recommendations tailored to single-machine problems transitioning to distributed systems in the context of MapReduce.
The outcomes gleaned from the meticulous examination of Naive Bayes and Logistic Regression models across an array of MapReduce (MR) categories offer valuable insights into the effectiveness of employing diverse feature combinations. Notably, the hybrid approach, showcased in Table 8, which amalgamates the strengths of multiple models, proves particularly potent, especially when tackling tasks involving MapReduce categories with varying data types and patterns to consider. The process of discerning the best-performing models for each category and leveraging their respective strengths serves to enhance prediction accuracy and efficiency. This approach can be likened to assembling a toolbox filled with different techniques and selecting the most appropriate tool for each specific task at hand. Such adaptability enables the tailoring of solutions to the unique characteristics of each category, thereby optimizing overall performance. The consistently high F1 scores observed across different MR categories underscore the robustness of the models, a fact that is especially pronounced in the first category where Logistic Regression achieved a near-perfect score. The meticulous selection of optimal alpha values for Naive Bayes and regularization parameters (C) for Logistic Regression speaks to the careful consideration given to hyperparameters, ultimately contributing to the stability and reliability of the models.

Table 8 – Hybrid Approach Results

	MR category
	Algorithm
	Features
	Best Cross-Validated F1 Score
	Best F1 Score on Test Set
	Alpha
/ C

	#1 MR category
	Naive Bayes
	Goal+Title+Category+Input+Output
	0.99
	1
	0.01

	#2 MR category
	Logistic Regression
	Goal+Title
	0.98
	1
	1

	#3 MR category
	Naive Bayes
	Goal+Title+Category+Input+Output+Keywords
	0.99
	1
	0.001

	#4 MR category
	Logistic Regression
	Goal+Title+Category+Input+Output+Keywords
	0.97
	1
	1

	#5 MR category
	Logistic Regression
	Goal+Title+Category+Input+Output+Keywords
	0.99
	1
	1



Consequently, a meticulously crafted recommender system was developed, integrating five distinct models intended to accurately predict the assignment of five categorical labels to novel problem instances. Following the system's development, rigorous evaluation procedures were implemented to assess its predictive efficacy. Expert opinion was sought and thoroughly scrutinized to evaluate the system's performance in predicting the labels of newly encountered problems. The outcome of this evaluation revealed promising results, affirming the effectiveness of the recommender system in its predictive capabilities.
However, it is imperative to acknowledge certain limitations within the study. Despite efforts to expand the dataset, its relatively small size raises questions regarding its generalizability to a broader range of problem instances, warranting further investigation. Additionally, the study primarily focuses on binary classification, and extending the approach to address multi-class scenarios could be a potential avenue for future research. Nevertheless, the comprehensive evaluation and hybrid approach presented in this study make a valuable contribution to the field of recommender systems for single-machine problems transitioning to distributed systems in the context of MapReduce.

[bookmark: _wrq2tkhswlxn]3.3 Recommender system as a web application
The starting page, shown in Figure 15, of the web application, titled "Algoanalyses," features a clear and concise directive aimed at guiding users through the problem-solving process. The page is designed to encourage users to analyze problems effectively, practice on similar problems, and ultimately take action by clicking the prominent "Let's Get Started" button.
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Figure 15 - Starting page of web application

At the top of the page, prominently displayed, is the title "Algoanalyses." This title succinctly communicates the purpose of the web application, suggesting that it is a tool for analyzing algorithms.
Immediately below the title, there is instructional text that provides a brief overview of the problem-solving approach encouraged by the application. The text is divided into three clear steps:
Analyze the Problem in Three Steps: This indicates that users should approach problem analysis systematically, breaking it down into manageable steps.
Practice on Similar Problems: Emphasizes the importance of practicing problem-solving skills by working on similar problems. This suggests that users can benefit from applying learned techniques to a variety of scenarios.
The focal point of the starting page is a prominent button labeled "Let's Get Started." This button serves as the primary call to action, inviting users to begin their problem-solving journey within the application.
The design of the starting page is likely clean and uncluttered, with attention drawn to the instructional text and the call to action button. The use of contrasting colors makes the button stand out and encourages user interaction.
Additionally, the starting page may include a simple navigation menu or links to other sections of the web application, providing users with easy access to additional features or resources.
Overall, the starting page of the web application sets the tone for an intuitive and user-friendly experience, guiding users through the problem-solving process and encouraging them to take action with the click of a button.
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Figure 16 - Query Input Page: Users Enter Their Problem Description

The next page of the web application, showm in figure 16, is designed to facilitate inputting the user's problem description. At the top of the page, the text "Type your problem description here" is prominently displayed. This heading serves as a clear instruction to the user, indicating the purpose of the text field below.
Immediately below the heading, there is a large text field where users can input their problem description. The text field allows for a maximum length of 800 characters, ensuring that users can provide detailed descriptions while maintaining a manageable input size.
Beneath the text field, there is a button labeled "Set Parameters." This button enables users to proceed to the next step of the problem-solving process once they have entered their problem description. Clicking this button indicates that the user has completed inputting their problem description and is ready to move forward.
Located on the left side of the page, there is a progress bar that visually indicates the user's progression through the problem-solving process. This progress bar gives users a sense of context and helps them understand where they are in the overall process.
The page is designed with a clean and minimalist layout, with the text field and button positioned prominently for easy access. The progress bar features a visual indicator as color changes to denote progress.
Overall, this page serves as a user-friendly interface for users to input their problem descriptions and progress through the problem-solving process within the web application.
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Figure 17 - Problem Characteristics and Categories Prediction Page

The next page of the web application, shown in figure 17, serves as an intermediary step where the predicted problem parameters and MapReduce classifications are displayed to the user, along with the option to adjust them if necessary. At the top of the page, the predicted problem parameters are displayed. These parameters include:
1. Main Topic: The main topic or category to which the problem belongs.
2. Input and Output Types: The types of input and output expected for the problem, such as integer or array.
3. Difficulty Level: An estimation of the problem's difficulty, categorized as easy, medium, or difficult.
4. Tags: Additional tags or keywords associated with the problem, such as graph, tree, or set.
Below the predicted problem parameters, the five MapReduce classifications are displayed. Each classification is accompanied by a switch button that allows the user to toggle its status. The classifications include:
1. Data Does Not Interact: Indicates whether the problem involves data that does not interact with each other.
2. Counting Related: Indicates if the problem is related to counting.
3. Few Keys Many Values: Specifies if the problem involves few known keys and many unknown values.
4. Joining Data: Indicates if the problem requires joining data and using the output of one MapReduce job in another.
5. Related to the Condition: Specifies if the problem is related to a condition.
Next to each predicted parameter and classification, there are options for the user to manually adjust them if needed. This ensures that the user has the flexibility to refine the predictions based on their own understanding of the problem.
At the bottom of the page, there are two buttons:
1. Back: Allows the user to go back to the previous page to make any changes or corrections.
2. Go: Enables the user to proceed to the next step of the problem-solving process once they are satisfied with the predicted parameters and classifications.
The page is likely designed with a clear and intuitive layout, with the predicted parameters and classifications presented in a structured format. Switch buttons may be designed to be easily identifiable and clickable, while navigation buttons are typically styled for clarity and accessibility.
Overall, this page serves as a crucial checkpoint for users to review and adjust the predicted parameters and classifications before moving forward with the problem-solving process in the web application.
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Figure 18 - Top Three Recommended Problems Page
The next page of the web application, shown in figure 18, presents the user with the top three related problems based on the input parameters provided earlier. At the top of the page, a text heading reads "Top 3 Related Problems." This heading indicates to the user that the following content will display three problems that are most closely related to the input parameters.
Below the heading, information about each related problem is presented separately. This information typically includes:
1. Title: The title of the problem.
2. Difficulty: The estimated difficulty level of the problem (e.g., easy, medium, difficult).
3. Description: A brief description or summary of the problem.
4. Category: The category or main topic to which the problem belongs.
5. Tags: Additional tags or keywords associated with the problem.
6. Similarity Percentage: The percentage indicating the similarity between the user's input problem and the related problem. This percentage gives the user an idea of how closely the related problem matches their input.
For each related problem displayed, there is an option for the user to choose it by clicking on it. Upon selection, the chosen related problem becomes the focus for further analysis or action.
A progress bar is included on the page to provide visual feedback on the user's progression through the problem-solving process. This progress bar may be similar to the one seen on previous pages, helping users understand where they are in the overall process.
At the bottom of the page, there are two buttons:
1. Back: Allows the user to go back to the previous page to make any changes or corrections to the input parameters.
2. Go: Enables the user to proceed to the next step of the problem-solving process after selecting a related problem. Clicking this button indicates the user's decision to move forward with the chosen problem.
Overall, this page serves as a pivotal point where users can review the top related problems and select one to focus on for further analysis or action within the web application.
The next page of the web application, shown in figure 19, provides detailed information about the chosen problem along with a code editor field displaying the solution to the problem. 
Information of the Chosen Problem placed on the left side of the page:
1. Title: The title of the chosen problem.
2. Difficulty: The estimated difficulty level of the problem (e.g., easy, medium, difficult).
3. Description: A detailed description or summary of the problem.
4. Category: The category or main topic to which the problem belongs.
5. Tags: Additional tags or keywords associated with the problem.
6. Similarity Percentage: The percentage indicating the similarity between the user's input problem and the chosen problem.
The right side of the page contains a code editor field where the solution to the chosen problem is displayed. This allows users to view the solution code and potentially make modifications or annotations as needed.
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Figure 19 - Recommended Problem`s Solution Page

The code editor field may support syntax highlighting, line numbering, and other features commonly found in code editors to enhance readability and usability.
Positioned in the top left corner or above the information of the chosen problem, there is a back button represented as an arrow icon. This button allows the user to navigate back to the previous page if they wish to choose another problem or make changes to the parameters.
This page represents the final result of the problem-solving process within the web application. Users have access to both the detailed information about the chosen problem and its solution in the code editor field.
From this page, users can go back to the previous page to choose another problem or modify the parameters if they want to explore different options.
The page is designed with a clean and balanced layout, with the information of the chosen problem displayed prominently on the left side and the code editor field on the right side.
Visual cues such as borders or shading may be used to separate the two sections and provide visual clarity.
The back button is styled as an arrow icon to ensure ease of navigation.
Overall, this page provides users with a comprehensive view of the chosen problem and its solution, offering a user-friendly interface for exploring and understanding the problem-solving process within the web application.



[bookmark: _2sucp0i0vhgj]

CONCLUSION

In conclusion, this dissertation significantly contributes to the understanding of recommender systems in the context of transitioning single-machine problems to distributed systems within the MapReduce framework, aligning with the objective of developing an advisory system for recommending solutions.
The study concludes by highlighting substantial progress in teaching methodologies for MapReduce and Apache Spark, alongside the effectiveness of classification techniques within distributed systems. Through innovative approaches, the research aimed to deepen users' comprehension of these technologies while enhancing learning outcomes.
The exploration and creation of an innovative teaching methodology for MapReduce and Apache Spark's fundamental concepts, as a first objective of the research, have resulted in significant advancements in enhancing users' comprehension of these technologies.
Through the utilization of the ADDIE methodology over approximately eight weeks, a novel curriculum addressing the classification of single-machine tasks within distributed systems was developed. This curriculum underwent meticulous refinement through expert input, culminating in five distinct classes intricately juxtaposing single-machine solutions with distributed MapReduce solutions.
Course content, materials, and activities were designed and tasked with translating expert-derived insights into tangible educational assets. Regular refinement sessions overseen by an expert panel ensured alignment with exacting standards and coherence in achieving desired learning outcomes.
The second objective of assessing the efficacy of a classification technique in enhancing user learning outcomes regarding MapReduce and Apache Spark within distributed systems has been achieved through rigorous evaluation and analysis.
In this study, a hypothesis test comparing the average GPA between a control group and an experimental group was conducted, revealing no significant difference in mean GPAs. However, further analysis employing an independent sample t-test demonstrated that students exposed to the novel teaching approach significantly outperformed those taught using traditional methods in MapReduce exam scores.
These findings suggest that the proposed methodology has the potential to significantly improve student performance in MapReduce examinations compared to conventional teaching methodologies. Nevertheless, further research with larger sample sizes is recommended to validate and strengthen these initial conclusions.
The study successfully evaluated the effectiveness of the classification technique in enhancing user learning outcomes, showcasing the superiority of the novel approach in facilitating comprehension and performance in MapReduce and Apache Spark within distributed systems.
The third objective of collecting a diverse dataset representing problems encountered in real-world MapReduce applications from prominent books and scientific articles, covering fundamental concepts and advanced topics in distributed systems and big data processing, has been successfully achieved.
An exhaustive dataset comprising 107 unique problem instances was meticulously compiled, primarily originating from esteemed literary works such as "Hadoop in Action" and "MapReduce Design Patterns: Building Effective Algorithms and Analytics for Hadoop and Other Systems." These foundational problems covered a wide array of essential concepts and standard algorithms commonly utilized in MapReduce applications, ranging from fundamental tasks like word count and pirate talk to more intricate challenges involving the determination of minimum and maximum values.
To enrich the dataset with a broader spectrum of complexities and real-world scenarios, additional problem instances were extracted from scholarly articles. These supplementary problems delved into advanced topics such as sentiment analysis, k-means classification, decision trees, and the Apriori algorithm. By integrating problems sourced from authoritative books and scholarly literature, the dataset comprehensively represented the diverse range of problem instances encountered in practical MapReduce applications, providing a robust foundation for subsequent phases of the study.
The selection process for problems adhered to a dual-pronged approach: incorporating problems showcasing a diverse array of methodologies and approaches towards resolving distributed systems challenges, and including problems exhibiting similarities in solution strategies yet diverging in specific problem contexts. This deliberate strategy facilitated a holistic understanding of problem-solving paradigms within the MapReduce framework.
The meticulous selection of problems for dataset inclusion was led by domain experts possessing profound understanding of distributed systems operating under the MapReduce paradigm. 
The development of a Recommendation System based on trained classification models to accurately forecast the assignment of categorical labels to novel problem instances has been successfully accomplished as a forth objective of research. Through extensive testing and optimization, both Naive Bayes and Logistic Regression models were employed, leveraging diverse textual features to enhance predictive accuracy significantly. The study meticulously explored various combinations of models and features, aiming to develop a tailored and optimized predictive framework for each column within the dataset.
The hybrid approach, which amalgamated the strengths of Naive Bayes and Logistic Regression models, proved particularly potent in enhancing prediction accuracy and efficiency across MapReduce categories with varying data types and patterns. The resulting recommender system demonstrated robust predictive capabilities, as evidenced by the F1 scores obtained from the evaluation process. For instance, the Naive Bayes models achieved high F1 scores ranging from 0.94 to 0.99 across different MapReduce categories, while the Logistic Regression models displayed similarly impressive F1 scores ranging from 0.97 to 0.99. Additionally, the hybrid approach exhibited consistent performance with F1 scores of 0.97 to 0.99 across various categories.
The Evaluation of Recommender System, as a fifth objective of the research, underwent rigorous evaluation procedures to assess its predictive efficacy, including expert opinion analysis. The outcomes of this evaluation, supplemented by the high F1 scores obtained, affirmed the effectiveness of the recommender system in accurately predicting the labels of newly encountered problems. Despite certain limitations regarding dataset size and focus on binary classification, the comprehensive evaluation and hybrid approach presented in this study contribute significantly to the field of recommender systems for single-machine problems transitioning to distributed systems in the context of MapReduce. Further research endeavors may explore enlarging the dataset and extending the approach to handle multi-class scenarios, enhancing the system's versatility and applicability.
Future research endeavors may explore enlarging the dataset and extending the approach to handle multi-class scenarios, enhancing the system's versatility and applicability. Additionally, further investigations could focus on refining the recommender system's algorithms and methodologies to address evolving challenges in distributed systems and improve predictive accuracy.
[bookmark: _t2qcw18dm3uo]In essence, the conclusion underscores the importance of meticulous methodology in driving advancements in MapReduce problem classification and recommender system development. It paves the way for scalable and refined methodologies, ultimately contributing to a broader understanding and practical application of these technologies in real-world scenarios.
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Collected data: 107 problems
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text_features = problems_data['Goal']
tfidf vectorizer = TfidfVectorizer(stop words="english', lowercase = True)
X = tfidf vectorizer.fit_transform(text features)
problems_data['DataNotInteract'].values
problens_data['CountingRelated"].values
problems_data['FeatureX'].values
= problems_data['JoinData'].values
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param _grid = {'C': [0.001, 0.01, 0.1, 1, 18]}

Y values = [Y 1, Y 2, Y 3, Y 4, Y 5]
models = []
for i, Y in enumerate(Y_values):
X_train, X test, Y_train, Y test = train_test split(
X, Y, test size=0.2, random state=42)

undersampler = RandomUnderSampler(random state=42)

X_resampled, Y_resampled = undersampler.fit_resample(X_ train, Y_train)

skf = StratifiedKFold(n_splits=5, shuffle=True, random state=42)

grid_search = GridSearchCV(LogisticRegression(random state=42),
param_grid, cv=skf, scoring='f1")

grid_search.fit(X_resampled, Y_resampled)

best_model = grid_search.best_estimator_

Y_pred = best_model.predict(X_test)
best f1 = f1 score(Y_test, Y pred)

print(f"Best F1 Score for Y _{i + 1}: {best_f1} (C={best_model.C})")
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Y values = [Y 1, Y 2, Y 3, Y 4, Y 5]
models = []
for i, Y in enumerate(Y_values):
X_train, X_test, Y_train, Y_test = train_test_split(
X, Y, test_size=0.2, random_state=42)
undersampler = RandomUnderSampler(random_state=42)

X_resampled, Y_resampled = undersampler.fit_resample(X_train, Y_train)

best_fl1 =0

best_model = None

alpha_values = [1.0, 0.1, 0.01, 0.001, 0.0001]
best_alpha = None

for alpha in alpha_values:
model = GaussianNB(alpha=alpha)
cv_scores = cross_val_score(model, X resampled, Y resampled, cv=5, scoring='f1")
mean_cv_score = cv_scores.mean()
if mean_cv_score > best f1:
best_f1 = mean_cv_score
best model = model.fit(X resampled, Y resampled)
best_alpha = alpha

print(f"Best F1 Score for Y _{i + 1}: {best f1} (Alpha={best_alpha})")

if best_model:
model_filename = f"{save path}naive bayes model Y {i + 1}.joblib"

print("All resampled models saved successfully.")
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import React from 'react!;

1
2
3 class MyComponent extends React.Component {
4 render() {

5 return React.createslement('div’, null, 'Hello, World');
6 3

73

8

9 export default MyComponent;
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